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Abstract— This paper investigates control methodologies for
underactuated marine vehicles in chaotic fluid environments.
Recent studies in our group have shown excellent potential for
a novel control methodology inspired by fish lateral line sensory
systems, whereby a vehicle measures exact hydrodynamic forces
acting on it via a distributed pressure sensor array, and
then applies control forces to instantaneously compensate for
measured fluid forces. However, the new technique requires
that the vehicle is capable of producing forces/torques in all
degrees of freedom independently, and unfortunately most
marine vehicles are underactuated, in that forward and lateral
forces are coupled to each other. Here we develop a new motion
control algorithm, which is a modified line-of-sight heading
algorithm, to allow these vehicles to utilize hydrodynamic force
measurements and improve position tracking. We demonstrate
the effectiveness of the derived control strategy by creating
a simulation of an underactuated vehicle in the presence of
fluid disturbances, under both a standard line-of-site heading
algorithm and the one defined here. We found that the new
motion controller significantly reduces position tracking error,
even by more than 50% in some cases. In general the new
control shows the most benefit for cases with large disturbance
amplitudes and lower disturbance frequencies.

I. INTRODUCTION

Fluid disturbances, especially in regions like littorals and
coastal surf zones, can be not only significant, but difficult
to model. This makes position tracking extremely difficult,
despite the fact that accurate positioning is often more critical
in these regions due to a high density of obstacles and other
threats. The substantial impact that ocean currents and waves
have on marine vehicles has long been a critical problem for
the control designers of those vehicles [1].

Typically hydrodynamic forces are modeled in terms of
the relative state of the vehicle with respect to the local fluid
environment [2]. As such, fluid forces are categorized into
drag or viscous forces, that scale with the the relative vehicle
velocity, and added mass forces, that scale with relative
vehicle acceleration. Inherent in this type of hydrodynamic
force modeling is the assumption that the surrounding fluid
has a single uniform velocity and that the vehicle moves with
a velocity relative to that. There are several issues with this
type of approach. From a physical standpoint, it should be
pointed out that there are no such forces as drag and added
mass, the interaction between a vehicle and the surrounding
takes place through the distribution of pressure and shear
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stress on the vehicle body, which are only broken down
into parts that scale like viscosity and parts that scale like
inertia for convenience. Not to mention the fact that as flows
become more chaotic and the surrounding flow can no longer
be considered uniform, the entire model breaks down. From
a practical standpoint, the relative vehicle velocity is also
difficult to measure since the fluid very near the body is
affected by vehicle motion. Furthermore, the drag terms are
non-linear functions of vehicle velocity, which makes them
difficult to handle with standard controllers.

There have been several complicated control techniques
employed to alleviate these issues such as disturbance ve-
locity estimators [3], sliding mode [4], [5], [6] and adaptive
[7], [8] controllers, Kalman filter based velocity/disturbance
estimators [9], [10], and neural network or machine learning
based estimators [11], [12]. These techniques have varying
degrees of success, but they ignore the critical issue, which is
that the hydrodynamic forces are functions of an abundance
of fluid environmental states in addition to the vehicle states.
If there is no unique solution for hydrodynamic forces with
respect to a given set of vehicle inertial sensor measurements,
they cannot be calculated, no matter how well the adaptive
models or learning algorithms are designed.

The limitations of the formulation of hydrodynamic forces
with respect to vehicle velocity motivated us to avoid such
modeling altogether; and instead focus on measuring hy-
drodynamic forces acting on a freely swimming AUV in
real time using a distributed sensory system inspired by the
lateral line system in fish [13], [14], [15]. By measuring the
forces and moments directly, a controller can be designed to
oppose for these forces, in real time, compensating for the
disturbance before it has a chance to displace the vehicle.
This methodology also decouples the vehicle states from the
fluid states, effectively reducing the control problem to that
of the control of a rigid body in a vacuum, allowing the use
of classical control theories and gain tuning methodologies.
In recent studies, we have not only shown the effectiveness
of the lateral line inspired sensory system in measuring
hydrodynamic forces [14], we have also shown that the
instantaneous compensation of fluid forces significantly de-
creases position tracking errors both in simulation [13] and
through empirical testing on a freely swimming underwater
vehicle [15]. The empirical testing showed that the new
motion control algorithm enabled by the bioinspired sensory
system decreased position errors by 72% for the vehicle with
full control authority.

Issues with Underactuated Vehicles - The measured force



compensation technique [13], [14], [15] assumes that the sur-
face/underwater vehicle is fully controllable, meaning that it
is capable of providing independent control forces/torques in
each of the active degrees of freedom. Under this assumption
the vehicle is able to provide control forces exactly equal and
opposite to the hydrodynamic forces, negating their effect on
vehicle motion, and provide additional forces to follow the
desired trajectory.

Typically, in order to simplify their design, surface vessels
are equipped with a single thruster for forward propul-
sion, and have some means of directional control over
that thruster via either a rudder or some mechanism for
vectoring the thruster. This corresponds to an underactuated
system because sway forces and yaw torques are coupled
to the surge force. This means that lateral hydrodynamic
disturbances cannot be compensated without affecting the
forward trajectory. In this paper we define a new control
strategy for underactuated vehicles in order to utilize the
disturbance force measurements by modifying standard line-
of-sight heading algorithms and simulate the performance on
a virtual vehicle to validate the new algorithm. We start off
by defining the vehicle dynamics used for the simulation, and
derive the new control strategy in section II. The details of
the simulation are provided in section III, and then analyze
the results in section IV.

II. VEHICLE MODELING AND CONTROL

In this section we lay out the vehicle governing dynam-
ics and define control laws that will be used to simulate
position tracking performance. As part of this simulation,
the hydrodynamic forces must be modeled. For the sake of
simplicity, we will model these forces in terms of vehicle
relative velocities. Even though these models break down
for complex flows, as was just discussed, it should be noted
that the controller is unaffected by the complexity of the
simulation hydrodynamic force model. From the controller
perspective fluid forces are being measured directly and
used to adjust heading/thrust. Therefore, the complexity of
the simulation force modeling does not affect the controller
performance. For this preliminary study, we will impose un-
steady, but uniform, disturbances and model forces through
drag and added mass terms, showing the controller response
framework. However, the algorithm can be applied to any
form of disturbance, provided that the distributed sensory
system measures those force accurately.

A. Underactuated Vehicle Dynamics

For the purposes of this study, the vehicle will only be
allowed to move within the lateral plane, i.e. the vehicle
is free to move in surge, sway, and yaw, but restricted in
heave, roll, and pitch directions. This simplification will
allow concepts related to the heading control algorithm to
be more easily conceptualized, without loss of generality
to unrestrained six degree-of-freedom (DOF) vehicles. The
vehicle and corresponding coordinate definitions are depicted
in figure 1. The inertial position/orientation within the lateral
plane is given by, η = [x, y,Ψ]

T , whereas the velocity vector

in the body fixed frame is denoted, ν = [u, v, r]
T . There is no

physical meaning for the integral of the body fixed velocity.
The governing dynamics of this vehicle are defined,

η̇ = Jν ,

Mν̇ = τC + τH ,

J =

 cos Ψ − sin Ψ 0
sin Ψ cos Ψ 0

0 0 1

 (1)

where M is the mass/inertia matrix M = diag{m,m, IZ},
τC are the control forces and τH are the hydrodynamic forces
acting on the vehicle.

The goal of this study is to adapt a novel control method-
ology to be used on underactuated marine vehicles, meaning
that they cannot generate forces in the surge, sway, and yaw
directions independently of one another. This is an extremely
common occurrence for both submerged and surface vessels,
that typically use one primary propulsor which is either
gimbled to vector thrust, or used in conjunction with rudders
or other control surfaces. As the most basic representation
we will parameterize the control forces by a propulsor force,
T , and angle, α, so that

τC = [T cosα, T sinα,−T sinα, dprop]
T
, (2)

see figure 1. Admittedly, this definition fits more easily with
gimbled thrusters, but can also be applied to rudder vehicles
by defining and equivalent thrust/angle associated with a
given rudder deflection.

The hydrodynamic forces acting on the vehicle will be
simulated with respect to vehicle relative velocities, in the
standard fashion [2],

τH = −MAν̇rel −Nνrel , (3)

where νrel is the body fixed vehicle velocity relative to the
surrounding fluid velocity, MA is the added mass matrix of
the vehicle, N is the combined drag and Coriolis/centripetal
matrix, and all restoring forces have been neglected since the
vehicle only operates in the lateral plane.

The coefficients used for the virtual vehicle in this study
correspond to an autonomous surface vessel and are sum-
marized in table I. Specifically, the surface vessel is a high
speed recreational 2 person recreational craft, which has a
large range of thrust angles. It should be noted that the
model for hydrodynamic forces has been linearized about
trim conditions for simplicity since an exact representation
of the hydrodynamic forces is not as important to this study
as the vehicle response to those forces.

The vehicle is subjected to an oscillating background flow
to represent ocean current disturbances. The background flow
is created in the global X direction, and oscillates with
frequency ω (Hz) and amplitude A, so that

ẋdist = A sin (2πωt) . (4)

The control forces, τC , are determined by the vehicle control
algorithms, which is defined in the next section. For this
preliminary investigation we will consider the thruster to



TABLE I
SUMMARY OF VEHICLE HYDRODYNAMIC COEFFICIENTS. ALL

COEFFICIENTS NOT LISTED IN THIS TABLE ARE SET TO ZERO.

i j M MA N

1 1 650 59 48.3
2 2 650 103 116.4
2 3 0 0 1.9
3 2 0 0 -1.9
3 3 429 0 9.3

Fig. 1. Schematic diagram of the line-of-sight (LOS) heading
algorithms. Under this methodology desired heading is set to be
the intersection of a waypoint path segment and a circle of some
given radius around the vehicle.

have a maximum thrust vectoring angle, −65◦ ≤ α ≤ 65◦,
but we will not impose any limit on the magnitude of the
thrust.

B. Adapted Force Compensation Algorithm

As was mentioned in the introduction, an underactuated
marine vehicle cannot create surge and sway forces indepen-
dently, since the single propulsor couples the two. Therefore,
hydrodynamic forces measured by a bioinspired distributed
sensory system [14] cannot be directly compensated to
improve position tracking as is done in [13], [15]. However,
the hydrodynamic force measurements can still be used
to improve position tracking by including adjustments to
traditional heading controllers used for underactuated marine
vehicles. This section gives a summary of a standard heading
controller, and provides details of how it can be adapted
to include hydrodynamic force measurements and improve
tracking stability.

In general, underactuated surface vessels track a desired
heading and forward velocity, where corrections are made to
the heading due to sway displacement allowing for lateral
tracking stability. One common method for determining
a desired heading is to implement a line-of-sight (LOS)
algorithm with a series of desired waypoints, which provides
some indirect compensation for errors in the lateral posi-
tion/velocity [16], [17]. The concept of the LOS heading

control is shown in figure 1, where [xk, yk] is the current
waypoint, the index k − 1 refers to the previous waypoint,
Ψ is the current heading of the vehicle at position [x, y].
Given some radius around the vehicle RLOS , a desired
heading ΨLOS can be defined by the intersection of the
radius and the waypoint trajectory. Therefore if the vehicle
lies on the desired trajectory, the desired heading just points
to the next waypoint, however, as the lateral error grows the
desired heading will be adjusted to correct for this error. By
adjusting RLOS the designer can shift the balance between
smooth vehicle motion and reduced lateral errors. Hence
the desired heading can be calculated from the following
equations summarizing the geometric constraints,

ΨLOS = atan2 (yLOS , xLOS) ,

RLOS = (yLOS − y)
2

+ (xLOS − x)
2
,

yLOS − yk−1

xLOS − xk−1
=
yk − yk−1

xk − xk−1
.

(5)

The desired forward velocity is usually just defined as some
constant, ud = const, associated with the optimal thruster
parameters.

Once a desired heading and forward velocity have been
determined we need to design a controller to drive the
vehicle to these desired values, by vectoring the main thruster
at some angle, α, and throttling the force T . There are
multiple techniques with varying degrees of complexity for
this control design. Model based back-stepping methods [2]
produce good results, but assume that fluid disturbances are
very large compared to the vehicle size (i.e. it experiences
a uniform relative fluid velocity). This is not the case
in complex environments like coastal regions and littorals,
so we will restrict this first level analysis to simpler PD
controllers for α and T [16], [17], based on feedback of
heading error, Ψ̃ = Ψd − Ψ, and forward velocity error,
ũ = ud − u, respectively,

α = kΨpΨ̃ + kΨd
˙̃Ψ , T =

kupũ+ kud ˙̃u

cos(α)
. (6)

When it comes to compensating for disturbances, an
underactuated vehicle cannot simultaneously compensate for
hydrodynamic forces/torques in the surge, sway, and yaw
directions. Instead, as is similar to the vehicle controller
methodology, we will add additional terms to the thruster
controller to compensate for hydrodynamic yaw torque and
surge force, and an additional term is added to the desired
heading term to compensate for the sway force. We start
by defining an additional control term τDC , which is (2)
evaluated at αDC and TDC , and set the surge force and
yaw torque equal and opposite to the respective measured
hydrodynamic forces in those directions Fu and τr. Adding
TDC and αDC to (6) yields the disturbance compensation
thruster controller,

α = atan

(
−τr

−Fudprop

)
+ kΨpΨ̃ + kΨd

˙̃Ψ ,

T =

√
F 2
u +

(
τr
dprop

)2

+
kupũ+ kud ˙̃u

cos(α)
.

(7)



The correction to the heading is slightly more complicated
than a simple force balance. If a sway force is acting on a
vehicle, the sway velocity, v, will build up cumulatively over
time until either the fluid viscous forces reach equilibrium
with the disturbance force or the disturbance force dissipates.
Therefore, we need a heading correction term that similarly
builds up cumulatively the longer a vehicle is exposed to
a disturbance force. For this algorithm consider a vehicle
exposed to a sway disturbance force Fv without any control
action taken. Over the time span in between control loop
iterations the vehicle will have been displaced Fv/

(
2mf2

C

)
,

where fC is the frequency of the control loop. Over the
same period of time, assuming the vehicle is traveling at
the desired forward speed, it will have traveled a distance
ud/fC . Thus, a differential heading adjustment can be de-
fined which will result in an equal and opposite vehicle sway
displacement over this differential time step,

dΨDC = atan
(
−Fv

2mudfC

)
. (8)

Finally, by integrating over time we get a heading correction
for disturbance compensation that is added to the LOS
heading angle,

Ψd = ΨLOS +

∫ t

0

atan
(
−Fv(t)

2mudfC

)
dt . (9)

III. SIMULATION DETAILS

In order to analyze the efficacy of the proposed motion
control algorithm, we simulate the response of a virtual
underactuated vehicle in an environment with an oscillating
background flow using a Matlab code and measure the
position/velocity tracking performance. At the onset of the
simulation the user provides characteristic parameters of the
vehicle, table I, a set of waypoints defining the desired
trajectory, the control loop iteration frequency, fC , and the
magnitude and frequency of the background flow, A and ω.

At each control loop iteration, the simulation calculates
a desired heading, Ψd, a thruster magnitude, T , and a
thrust vector angle α. For the standard controller case, the
desired heading is set to ΨLOS , and the thrust control terms
are calculated from (6). For the disturbance compensation
case the desired heading is calculated from (7) and the
thruster terms are calculated from (4). The resulting control
forces (2) are then plugged into the vehicle dynamics (1)
and the vehicle trajectory over the timespan in between
control loop iterations is integrated using Matlab’s ODE45
integrator updating hydrodynamic forces (3) at each step
of the numerical integration. The trajectory is integrated in
between control loop iterations, so that the trajectory will
remain accurate even for very low control loop frequencies.

There two predefined waypoint trajectories used in this
study for different purposes, which will be referred to as
WP1 and WP2. WP1 consists of of waypoints forming a
straight line parallel to the inertial y axis, and hence perpen-
dicular to the fluid disturbance velocity. This trajectory is
used to make quantitative comparisons between the different
control strategies. The second waypoint trajectory, WP2, has

3 sections, first parallel to the x axis, then running diagonally,
then parallel to the y axis. WP2 is a more complex desired
trajectory, which allows for a more qualitative representation
of controller performance.

For a representative disturbance case (A = 3 m/s, ω = 0.01
Hz), the vehicle motion was recorded while attempting to
follow WP1 using a range of values for the control gains kΨp,
kΨd, kup, kud. For each control strategy we then selected
the combination of control gains that minimized the overall
position tracking error for this representative case. For the
standard LOS controller, the optimal control gains are kΨp =
3.5, kΨd = 0.87, kup = 120, kud = 60. For the disturbance
compensation adjusted LOS controller, the optimal control
gains are kΨp = 4.2, kΨd = 2.3, kup = 120, kud = 60.
Although these control gains will not be exactly optimal for
all disturbance conditions, they provide a good baseline for
the comparison of different control methodologies. For cases
tested in this simulation we set the desired forward velocity
to ud = 5 m/s and the LOS radius to 40 m.
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Fig. 2. Position tracking stability of the virtual underactuated vehicle for
an example mission trajectory (WP2) using both the standard LOS heading
algorithm and the LOS heading algorithms with disturbance compensation
adjustments. The background flow oscillates in the x direction with an
amplitude of 3 m/s and a frequency of 0.03 Hz.

IV. TRACKING STABILITY: SIMULATION
RESULTS

The Underactuated marine vehicle behavior was simulated
as described in section III while attempting to follow multiple
waypoint trajectories using both a standard LOS heading
control algorithm and a LOS heading algorithm with ad-
ditional disturbance force compensation terms, as defined in
section II-B. Figure 2 shows the trajectory of the vehicle for
the two different control strategies while attempting to track
WP2 in the presence of an oscillating background flow (A
= 3 m/s, ω = 0.03 Hz). It can be seen that the disturbance
force compensating controller performs significantly better
at tracking the desired trajectory. As would be expected
there is little difference between the position tracking of the
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Fig. 3. Instantaneous error in position and velocity tracking for the vehicle subject to disturbances with amplitude A = 5 m/s and frequency ω = 0.03
Hz. (a) shows the separation distance from the desired path during the run, and (b) shows the forward velocity during the run for both control strategies.

two strategies when the vehicle is moving parallel to the
disturbance flow, but there is a difference in the forward
velocity tracking as will be discussed later. Over the other
legs of the trajectory the standard LOS controller suffers
from significant displacement before the heading is steered
back towards the desired path.

For a more quantitative analysis we ran the simulation
of the vehicle attempting to follow WP1 using both control
strategies for a range of background disturbance velocity
amplitudes and a disturbance frequency of 0.03 Hz. For each
case the simulation was run until the vehicle reached the final
waypoint, at time tf , and the separation distance between the
vehicle position and the desired path, δ(t) was measured at
every point in time. The total position error of each run is
calculated as the root mean square of the separation distance,

e =
√∫ tf

0
δ2 dt/tf .

Figure 3 shows the separation distance and forward ve-
locity for both control strategies for the case where A = 5
m/s and ω = 0.01 Hz. It can be seen that the disturbance
force compensation algorithm results in a lower maximum
separation distance being reached for each disturbance cycle.
For this case the disturbance compensation strategy reduces
the total position tracking error by 52% compared to the stan-
dard LOS heading controller. The vehicle forward velocity
for both cases, figure 3b, shows that the force compensation
is extremely effective at maintaining the desired forward
velocity. In contrast, the standard LOS algorithm oscillates
with the disturbance velocity, but also oscillates around a
velocity below the desired value. This is due to the fact that
at some forward velocity the forward drag force becomes
balanced with the forward thrust command associated with
the velocity error, reaching a false equilibrium state. There-
fore, an additional integral control term would be required
in (6) in order to reach the desired forward velocity, but this
would cause more issues due to the oscillating disturbance
forces.The disturbance force compensation algorithm reaches

the desired velocity because it compensates for all measured
hydrodynamic forces acting on the vehicle, which includes
both the force due to the disturbance as well as the drag
forces due to vehicle motion.

Figure 4 shows the RMS position error for all the runs with
the different disturbance amplitudes. The total error for both
strategies is negligible when the disturbance amplitude drops
to zero and there is no difference between the performance
of the two strategies. As the disturbance amplitude increases,
the total error for both control strategies also increases,
but the total error for the disturbance force compensation
algorithm is noticeably lower. Furthermore, the total error
for the standard LOS heading controller grows nearly linearly
with the increase in disturbance amplitude, whereas the total
error for cases using the force compensation technique level
off as the disturbance amplitude increases. This is due to
the fact that the vehicle requires some time to adjust it’s
heading in order to account for the disturbance forces, but the
error associated with this delay depends more on the vehicle
dynamic properties (i.e. maximum turning rate), so it is less
sensitive to the disturbance amplitude. In addition, it can be
seen if figure 3 that for the disturbance compensation case the
separation distance initially reaches a peak value while the
vehicle is turning to compensate, but then slowly decreases
before the force has subsided. This further validates the claim
that much of the position tracking error is due to limitations
in vehicle turning rates.

Figure 5 shows the total RMS error in forward velocity
tracking over the same range of disturbance amplitudes
with a disturbance frequency of 0.03 Hz. It can be seen
that the error for the disturbance compensation cases are
nearly constant for all disturbance amplitudes indicating that
the forward velocity tracking error is purely due to the
initial ramp up to the desired velocity. Furthermore, the total
error for the the standard LOS algorithm is nearly double
that of the disturbance compensation strategy for the entire
range due to the false equilibrium point. Interestingly, the
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Fig. 4. Total position tracking error of the underactuated vehicle while
attempting to follow the WP1 waypoint trajectory, subjected to a range of
background disturbance velocity amplitudes, using both a standard LOS
trajectory and a disturbance force compensation algorithm. The total error
is calculated as the root mean square of the separation distance from the
desired path.
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Fig. 5. Total error in forward velocity tracking for the vehicle using both
standard LOS heading control and disturbance force compensation control
for a range of disturbance amplitudes. The disturbance frequency for all
cases in 0.03 Hz.

forward velocity tracking error actually decreases slightly as
the disturbance amplitude increases because the oscillation
in vehicle velocity due to the influence of the disturbance
actually brings the forward velocity closer to the desired
value.

Finally we look at the effect on position tracking if
the frequency of the fluid disturbance changes. Figure 6
shows the total position tracking error for the two control
strategies over a range of disturbance frequencies. For all
cases the disturbance amplitude is set to A = 3 m/s. As
can be seen in this figure, as the disturbance frequency
gets large the total position tracking error asymptotically
approaches zero, and the two control methodologies become
nearly equivalent. This is due to the fact that at higher fre-
quencies the vehicle inertia prevents significant displacement
before the disturbance changes directions. Similarly as the
frequency decreases the displacement becomes very large
before changing directions causing a large total position

Fig. 6. Total error in forward velocity tracking for the vehicle using both
standard LOS heading control and disturbance force compensation control
for a range of disturbance amplitudes. The disturbance frequency for all
cases in 0.03 Hz.

tracking error for the standard LOS algorithm.

V. CONCLUSIONS

Recent studies have shown excellent potential for a novel
control methodology inspired by fish lateral line sensory
systems, whereby a vehicle measures exact hydrodynamic
forces acting on it via a distributed pressure sensor array, and
then applies control forces to instantaneously compensate for
measured fluid forces. in order to cancel out the disturbance
forces the vehicle must have full control authority in all de-
grees of freedom. However most marine vehicles are under-
actuated, and rely on forward propulsion with steering con-
trol. We developed a new motion control algorithm, which
is a modified line-of-sight heading algorithm, to allow these
vehicles to utilize hydrodynamic force measurements and
improve position tracking. We demonstrate the effectiveness
of the derived control strategy by creating a simulation of an
underactuated vehicle in the presence of fluid disturbances,
under both a standard line-of-site heading algorithm and the
one defined here. The new motion controller significantly
reduces position tracking error, especially for low frequency
and high amplitude disturbances, 50% in some cases.

As a final note, we should point out that the simulation
makes no adjustments accounting for maximum thruster
limitations or nozzle rotational speed. We are also not
including any possible error in the hydrodynamic force
measurement which will degrade performance. Furthermore,
if a fully controllable vehicle, with multiple thrusters capable
of simultaneously providing forces/torques in all three lateral
directions, was simulated under similar constraints; the head-
ing algorithm would not be necessary, and the vehicle would
track the waypoint trajectory exactly. For this hypothetical
case the tracking error would be improved by at least a factor
of three. We will gladly perform more simulations with more
realistic parameters if this is desired.
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