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Recent paper in arXiv

Note: The abstract above was not written by the authors, it was generated by one
of the models presented in this paper.
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ImageNet 2012 Challenge
Given images, can our machine tell which category it belongs to ?

In 2012, a DL-based method achieved a top-5 error of ~15% (the runner up of 26%) 3



What is Deep Learning?

Answer) Artificial neural networks with multiple layers

Yann LeCun: "Deep Learning was a rebranding of the modern incarnations of
neural nets with more than two layers"

 
 

 
 
 
 
 

https://www.facebook.com/yann.lecun/posts/10155003011462143 4

https://www.facebook.com/yann.lecun/posts/10155003011462143


What is Deep Learning?: DL vs ML vs AI

Goodfellow et. al. 2016 5



What is Deep Learning?: DL vs ML

adapted from LeCun's ISSCC 2019 talk 6



What is Artificial Neural Networks?

A mathematical model inspried by biological brains which responds to stimuli
from its sensory inputs [McCulloch and Pitts, 1943].
ANNs can learn the relationship between a set of input signals and output signals.

It is just a (very) flexible mathematical model.

            

sources: wikipedia, flicker
McCulloch, Warren; Walter Pitts (1943). "A Logical Calculus of Ideas Immanent in Nervous Activity". Bulletin of Mathematical Biophysics. 5 (4): 115–133. 7

https://en.wikipedia.org/wiki/Artificial_neural_network
https://www.flickr.com/photos/internetarchivebookimages/20543702078/


Why Deep Learning Becomes Powerful

1. ANN model can describe very complex relationships/functions (universality
theorem).

2. Advances in (big) data acquisition.
3. Advances in computer hardware.
4. Public-domain software.
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(1) Artificial Neural Networks

y = σ (W ⋯σ (W (σ (W x))N N 2 2 1 1

Repeated Matrix-vector multiplications and nonlinear operations.
9



(1) Artificial Neural Networks

Fully Connected NN, LeNet, and AlexNet architectures.

      

http://alexlenail.me/NN-SVG/ 10

http://alexlenail.me/NN-SVG/


(2) Data Acquisition

What if you don't have many data? - Use your physics model (Physics-informed
Learning). 11



(3) Hardware: Graphical Processing Unit (GPU)

NN is embarassingly parallel.
Bottleneck in CPUs: communication between computation (ALU) and memory
(RAM/HDD/SSD).
GPU is a specialized hardware for independent parallel computations.

  

https://nyu-cds.github.io/python-gpu/01-introduction/ 12

https://nyu-cds.github.io/python-gpu/01-introduction/


(4) Public Domain Software: TensorFlow and PyTorch

With ~10 line scripting you can do quite good classification tasks!
(https://www.tensorflow.org/tutorials) 13

https://www.tensorflow.org/tutorials


Example: Classification/Regression

http://playground.tensorflow.org

14

http://playground.tensorflow.org/


Applications (1): Flood risk analysis

      Kim et al., in review. Supported by Sandia National Labs 15



Applications (2): Earth material reconstruction

Collaboration with Dr. Sangwoo Shin in Mech. Eng. Supported by Sandia National Labs 16



Applications (3): River/Nearshore bathymetry
identification

Using river/ocean surface images from UAV/drones, can you identify river/nearshore
bathymetry (elevation)? Yes!

and more: 1) data-driven subsurface imaging, 2) proxy model construction using VAE-
RNN, 3) anomaly detection, 4) transfer learning, 5) combining PDE with NNs, ....

Ghorbanidehno et al. in review. Supported by USACE-CHL 17



DL Course will be back in 2020!

https://www2.hawaii.edu/~jonghyun/classes/F19/CEE696/schedule.html 18

https://www2.hawaii.edu/~jonghyun/classes/F19/CEE696/schedule.html


Thank you!
Any Questions?
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