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Abstract1 The use of machine learning has seen a remarkable rise in education research with 

extraordinary potential to enhance immersive learning experience. An immersive learning 

experience, in which learners participate in simulated virtual environments, can promote deep 

learning as learners actively explore and construct knowledge within the learning environments. 

Despite the growing interest and increasing applications, the ways in which machine learning can 

be used to augment the design and assessment of immersive learning experience remain an open 

area of exploration. Machine learning can be used to provide adaptive and personalized learning, 

increase interactivity and engagement, and track learning activities in immersive learning 

environments. In this chapter, the author describes the current state of research on machine learning 

in immersive learning environments, including adaptive and personalized learning, natural 

language processing and conversational artificial intelligence, and data and learning analytics. The 

author also outlines the potential future directions for the applications of machine learning in 
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designing and assessing immersive learning experiences to inform educational sciences. This 

chapter serves as a useful reference for educational researchers, practitioners, and policy makers 

seeking to make informed decisions on the design and assessment of immersive learning 

experiences.  

 

Keywords Machine learning; Natural language processing; Immersive learning environments; 

Artificial intelligence; Personalized learning  

 

1. Introduction  

Immersive learning experience afforded by learning technologies, for example, virtual 

reality, augmented reality, mixed reality, and simulation games has gained attention in education 

research due to its affordances to offer a learning experience that is not limited or constrained by 

time and space. Education researchers and practitioners have also been putting efforts into 

exploring how to provide more personally meaningful and adaptive immersive learning 

experiences (Dai & Ke, 2022; Liu et al., 2020). However, providing such learning experience for 

individual learners is not an easy task because each learner is unique in their diverse and 

dynamic learning backgrounds, learning states, and learning needs. Further, as learners actively 

interact with the immersive learning environments, they vary in terms of their learning 

trajectories and interactions leading to diverse performance outcomes; hence it is difficult to 

adapt to individual needs with machines or computer systems. For example, despite decades of 

extensive efforts, a previous meta-analysis found no significant difference between adaptive 

mechanism and non-adaptive mechanism in the context of educational games (Liu et al., 2020). 

There is a critical need to improve these technologies in sound ways so that adaptive and 
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personalized learning can be realized. Machine learning–––a component of artificial intelligence, 

has experienced significant growth in recent years and emerged as a potential solution for 

designing and assessing personally meaningful and adaptive immersive learning experiences.  

Jordan and Mitchell (2015) proposed that machine learning deals with two major 

questions: “How can one construct computer systems that automatically improve through 

experience? and What are the fundamental statistical-computational-information-theoretic laws 

that govern all learning systems, including computers, humans, and organizations?” (p. 255). 

Based on the suggestion (Joran & Mitchell, 2015), when designing and assessing immersive 

learning experience, machine learning is used as a holistic approach, involving the computers, 

learners, and learning settings, to learn automatically when learners have interacted in the 

systems and adapt to learners’ interactions driven by learners’ input data and algorithms. As 

such, designing and assessing immersive learning experience is an interdisciplinary effort that 

requires expertise and input from disciplines such as education, psychology, cognitive science, 

computer science, and data science. Machine learning should also be used purposefully to 

address problems. In particular, “a learning problem can be defined as the problem of improving 

some measure of performance when executing some tasks, through some type of training 

experience” (Jordan & Michell, 2015, p. 255). In designing and assessing immersive learning 

experience, specifically defined learning outcomes is of critical importance while the process-

oriented interactions were collected and recorded as evidence and baseline conditions. The 

process-oriented interactions can be demonstrated in the forms of natural language and embodied 

movements. For example, learners can use text input and verbal chat to interact with the 

immersive learning environments. They can also perform actions to improve knowledge or skills.  
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In the following sections of this chapter, I introduce the current state of research on the 

integration of machine learning for the purpose of designing and assessing immersive learning 

environments. In particular, I explore how natural language processing, conversational artificial 

intelligence, multimodal learning analytics, and data and learning analytics have been used to 

enhance learning in immersive learning environments. The chapter will conclude with potential 

future directions for the applications of machine learning for designing and assessing immersive 

learning experiences, aiming to provide applicable insights for the field of educational sciences.  

 

2. Machine learning approaches in educational sciences research  

The applications of machine learning can be identified in many different industries, such 

as health, business, military, and education. According to Thormundsson (2022), the market of 

artificial intelligence is projected to grow to 126 billion U.S. dollars by 2025, machine learning is 

part of this tremendous market. In education, machine learning can be useful as it can be applied 

to provide personalized and adaptive learning as well as analyze large-scale datasets to inform 

educational practices (Chen et al., 2018).  

2.1. What is machine learning?  

Machine learning has grown in the past few years. There are several techniques or 

solutions in machine learning that can be used to tackle various problem domains, such as 

clustering problems, predictive problems, detecting problems, optimization problems, or 

association rules. With these solutions, machine learning can be applied in education to provide 

adaptive learning, personalized learning, and assessment. There are different applications of 

machine learning in education research, sometimes coupled with natural language processing. 
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One characteristic of immersive learning is that the interactions are multimodal. Therefore, 

machine learning has been applied in multiple ways to enhance the learning experiences.    

Machine learning can be classified broadly as supervised learning, unsupervised learning, 

and reinforcement learning (Jordan & Mitchell, 2015). Jordan and Mitchell (2015) also pointed 

out that there are variant approaches in between this broad classification. For example, semi-

supervised learning has been used to predict learning performance (Livieris et al., 2019). Semi-

supervised learning is useful when a portion of data is labeled while a large portion of data is 

unlabeled (Livieris et al., 2019).  

Supervised learning is when a machine learns to accurately identify labeled data with 

machine recognizable vector scores (LeCun et al., 2015). For example, if given a house, the 

machine will identify it as a house. To achieve this, a large amount of data will be collected and 

labeled with its category (e.g., house as a house), this dataset is a training dataset. During the 

training stage, machines will learn the patterns of the dataset. During the testing stage, when 

provided with an unseen dataset, the machine will use the training experience for problem-

solving. That is, if given a house the machine is hopefully to identify it as a house with a high 

accuracy rate; if given a mouse, it will hopefully identify it as not a house. In addition to these 

pattern identification problems, supervised learning can also be used to address predictions or 

decision-making problems.  

Unsupervised learning, on the other hand, refers to the type of machine learning that does 

not use labeled data, instead, raw data are provided, and the machine finds patterns or relations 

of the data on its own. Generally speaking, unsupervised learning is used for exploratory 

purposes. For example, Amershi and Conati (2009) collected log data from a learning 

environment; without labeling, they used unsupervised learning to cluster students’ behaviors in 
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the learning environments for the purpose of user model building to enhance the learning 

experience.  

Reinforcement learning, which shares similar concepts to behaviorism in human learning, 

is when machines learn from the processes of rewards and punishments by an agent based on the 

actions taken. In other words, machines are engaged in pattern-finding processes with a policy 

and determined values. When the machines complete desired actions, they will get a reward, if 

the actions are undesired, they will be punished. For example, Bassen et al. (2020) used 

reinforcement learning to automatically give relevant assignments to the students in an online 

learning system. Based on the traced students’ performance and their interactions with the course 

materials in the system, reinforcement learning agents update students’ learning states and assign 

personalized tasks for the students.  

2.2. Application of Machine learning in Educational Sciences  

While machine learning for immersive learning experience has begun to grow, machine 

learning has been utilized in various educational research contexts. Examining its applications in 

broad educational sciences contexts offers valuable insights and implications for the use of 

machine learning in immersive learning environments, particularly as the specific designs, 

development, and applications of machine learning in immersive learning are still in the early 

stages of innovation. By leveraging the experiences and successes of other educational contexts, 

educators can more effectively integrate machine learning into their immersive learning 

environments and drive advancements in the field as a whole.  

To understand the types, contexts, disciplines, and targeted populations that machine 

learning has been used in educational sciences, Luan and Tsai (2021) conducted a review. They 

first mapped out different categories that machine learning has been applied in education. 
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Prediction donimates the included studies, with approximately 63% of the included studies 

aimed to provide prediction, followed by diagnosis or profiling (23%). 45% of the included 

studeis is in online settings, 25% in STEM and another 25% belongs to multiple domains. 

Another dominance of machine learning applications is that it has been mostly applied in higher 

education settings for university students (60%). The findings of the study underscored the 

limited presence of machine learning applications tailored specifically for K-12 students. 

Moreover, it emphasized the importance of careful deliberation when integrating machine 

learning into K-12 education, particularly in terms of addressing ethical concerns and ensuring 

developmental appropriateness. The study revealed that deploying machine learning in K-12 

settings requires extensive efforts and considerations to navigate these crucial aspects effectively.  

To further explore the applications, Shah et al. (2021) summarized the different ways 

machine learning can be applied in educational sciences. In general, prediction, clustering, and 

semi-supervised learning are the three most frequently used applications. Specifically, Shah et al. 

(2021) proposed “Academic Performance Predictions” (p. 6), “Data Mining to Find Out Hidden 

Patterns” (p. 7), “Improving Student Results on Basis of Past Experience” (p. 8), and “Semi-

supervised Learning in Education” (p. 8). Generally speaking, predication leverages historic data 

or past students’ performance to generate future insights. Specifically, predicting “at risk” 

students in the learning environments is one of the prominent areas that can genuinely help 

learners and improve learning. Mining the data to understand the patterns of students’ learning is 

also a valuable way machine learning can be used to provide data-driven insights. For example, 

topic modeling is an unsupervised machine learning approach with a natural language processing 

technique to mine text-based data for educational use. In health education and promotion, topic 

modeling has been used with social media data (Valdez et al., 2021). Gencoglu et al. (2023) used 
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topic modeling to analyze students’ open-ended responses to teachers’ teaching behaviors. By 

comparing machine learning-based topic models and human ratings, the authors finalized eight 

topics (i.e., Topic 1, Clear explanation, Topic 2, Student-centered supportive learning climate, 

Topic 3, Lesson Variety, Topic 4, Likable characteristics of the teacher, Topic 5, Evoking 

interest, Topic 6, Monitoring understanding, Topic 7, Inclusiveness and equity, and Topic 8, 

Lesson objectives and formative assessment).   

 

3. The design and assessment of immersive learning experience  

3.1. Immersive learning experience – How learning occurs?   

Learning is a complex process, and it can be understood and studied from different 

learning perspectives, paradigms, and theories, such as behaviorism, cognitivism, and 

constructivism. Moreover, given its complex nature, learning is also being studied with its 

connections with cognition, development, technology, motivation, and neuroscience (Driscoll & 

Burner, 2021). As learning spaces and technologies evolved, connectivism (Goldie, 2016; 

Siemens, 2005) and learning principles related to metaverse (Hwang & Chien, 2022) have also 

emerged. Connectivism emphasized that learning is not an individualistic activity, instead, it 

connects nodes and knowledge sources (Goldie, 2016). In essence, knowledge development and 

management occur within people and contexts (Siemens, 2005). Learning and knowledge 

activities in massive open online courses (MOOCs) are usually explained with connectivism 

(Goldie, 2016). Similar to connectivism, in the context of artificial intelligence and metaverse, 

learning activities are “shared,” “persistent,” and “de-centralized” (Hwang & Chien, 2022, p. 1). 

In the metaverse, learners interact with multiusers (shared). Further, learning, working, and 

living are sustained activities (persistent), and unauthorized modifications to personal property 
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and logs are not possible (de-centralized) (Hwang & Chien, 2022). These characteristics of 

metaverse call for new and updated learning theories and paradigms to explain the learning 

phenomena (Hwang & Chien, 2022).  

While contemporary learning theories and paradigms are still in need of innovations, to 

explain the learning phenomena in immersive learning environments, situativity theory is often 

used as a perspective (Durning & Artino, 2011). Situativity theory suggests that “knowledge and 

thinking (cognition; i.e., situated cognition), as well as learning (i.e., situated learning), are 

situated in experience” (Durning & Artino, 2011, p. 188). Situativity theory is an extension of 

the theories of Vygotsky, Bandura , and Dewey; it contains multiple theoretical perspectives, 

including situated cognition, situated learning, distributed cognition, and embodied cognition 

(Durning & Artino, 2011). These theoretical perspectives emphasize different context 

interactions and learners’ experiences that are well-suited for explaining learning in immersive 

learning environments.   

Another theoretical underpinning for the immersive learning experience is experiential 

learning (Kolb, 1984). According to Kolb, learning occurs through a four-stage cycle of concrete 

experience, reflective observation, abstract conceptualization, and active experimentation. This 

cycle emphasizes the importance of both concrete experiences and reflection in the learning 

process (Kolb, 1984). It involves engaging in concrete experiences, reflecting on those 

experiences, and applying the insights gained to new situations (Kolb, 1984). Experiential 

learning is often used to facilitate deep learning and promote learning transfer (including 

knowledge and skills). Experiential learning can take many forms, including internships, 

apprenticeships, simulations, and field trips. The goal of experiential learning is to create 

opportunities for learners to engage in authentic, real-world experiences that are relevant to their 
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learning goals. By reflecting on these experiences and applying the insights gained to new 

situations, learners can deepen their understanding and develop practical skills that are 

transferable to different contexts.  

Building upon situativity theory and experiential learning, immersive learning experience 

can be guided by different learning principles and theories depending on the desired 

achievements and outcomes. To elaborate, learning principles and theories should be intrinsically 

integrated and strongly aligned when considering the design and assessment mechanism in an 

immersive learning environment in conjunction with machine learning. In the subsequent 

sections, I will delve into the intricacies of the design and assessment of immersive learning 

environments with essential learning theories and principles to effectively serve educational 

purposes.  

  

3.2. Augmenting the design of immersive learning experience with machine learning 

“Immersive learning allows learners to freely explore, experience, interact with objects 

and characters, and try out new ideas and solutions in the virtual environment through 

experiential learning approach.” (Ip et al., 2018, p. 505). To maximize the affordances of 

immersive learning environments, the design of an immersive learning experience can be 

augmented by machine learning as machine learning makes dynamic and adaptive interactions 

and personalization possible. To this end, learning designers can potentially assist learners in 

achieving and optimizing learning outcomes and experiences in technology-enhanced learning 

environments. These types of learning experiences have been theorized and promoted for 

decades. With the advancement of technology, the affordances of immersive learning 

environments elevated by machine learning can be naturally linked to sociocultural theory 
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(Vygotsky, 1978). Grounded in Vygotsky’s (1978) sociocultural theory, the notion of the zone of 

proximal development provided the foundations for adaptive and personalized learning.  

Different machine learning techniques have been applied to drive and augment the design of 

adaptive and personalized learning. Adaptive learning is thus arguably a key focus of machine-

learning-driven immersive learning experience. Vaughan et al. (2016) discussed the principles of 

adaptive systems, defining an adaptive system as “a set of interacting entities that together are 

able to respond to changes” (p. 3). Liu et al. (2020) suggested that adaptive learning in 

simulation games considers what to adapt and how to adapt. What to adapt involves adaptation 

to learners and the instructional approaches; whereas how to adapt entails a competency-based 

approach using threshold and decision algorithms as well as a preference-based approach using 

classification machine learning techniques to tailor to students’ interests. Similarly, Zahabi and 

Abdul Razak’s (2020) review of adaptive virtual reality-based training suggested various 

variables that can be adaptive to the learners. Adaptivity can be implemented at different timing–

before the training experience and during the training experience (Zahabi & Abdul Razak, 2020). 

In addition to adapting the content at different timing, providing adaptive feedback is another 

important variable in machine-learning-driven immersive learning experience design (Zahabi & 

Abdul Razak, 2020). With a similar emphasis as Zahabi and Abdul Razak (2020) on adaptive 

feedback, Vaughan et al. (2016) also pointed out that a key mechanism in an adaptive system is 

feedback loops. Citing Stenudd (2010), the machine learning feedback loop in the adaptive 

system utilized four categories–––prediction, recognition, detection, and optimization. In these 

loops, the inputs are determined by the outputs from previous loops. Through constant update 

and response mechanisms driven by machine algorithms in the contexts, the functional 

adaptation to learners’ behaviors and parameters adjustments is realized.  
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Recently, innovative machine learning approaches have been possible in addition to the 

traditional a priori competency-based approach, in which a competency model has been 

determined so that learners’ data and performance will be examined accordingly. The recent 

machine learning models can be built with learners’ in-situ generated data for more real-time and 

authentic designs (see Figure 1 for an example). To enhance students’ learning experiences with 

machine learning, using a sound procedure is vital. Machine learning approaches follow a 

systematic procedure to be realized and implemented for the purpose of enhancing teaching and 

learning. As mentioned previously, machine learning is based on using large amounts of data to 

train or allow machines to learn, therefore, in real-world application of machine learning, the 

procedures have a focus on data wrangling and processing to solve different machine learning 

problems. For example, Wu et al. (2020) used a machine learning approach to classify text for 

social-media-based online discussion. In the context of an immersive learning environment, 

Rogers et al. (2021) proposed novel techniques integrating machine learning and virtual reality 

for surgical training. Both propositions from Wu et al. (2020, p. 68) and Rogers et al. (2021, p. 

1251) suggested useful procedures that apply innovative machine learning approaches for human 

learning enhancement.   

To be more specific, the first step is to gather data as learners engage in immersive 

learning and training experiences. These data can be automatically logged into the computer and 

can be very messy and complex. Next, data are to be processed and cleaned for feature 

extraction. Feature extraction can reduce the number of information used for machine learning 

and improve the relevance of the machine learning outcomes (Guyon & Elisseeff, 2006). 

Afterward, machine learning algorithms can be selected based on the purposes, problems, 

expected outcomes, and accuracy rate of the algorithms. Rogers et al. (2021) provided a few 
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examples–––K-nearest neighbor Gradient Boosting Logistic Regression Support Vector 

Machines Discriminant Analysis. In this process, the machine learning models and algorithms 

are trained and tested using the provided data, and the leanring outcomes are analyzed. 

Appropriate machine learning algorithms can be applied to learning contexts such as providing 

personalized, adaptive, and real-time feedback, classifying learners’ interaction for personalized 

learning, and assessing learning (Dai, Ke, Pan, et al., 2023; Rogers et al., 2021).  

 

 

Figure 1. Machine learning approach for design and assessment in immersive learning 

environment.  

 

There has been a growing interest in these applications among researchers in educational 

sciences. With a similar approach, Abouelenein and Nagy Elmaadaway (2023) used ANN to 

design neuro-computerized virtual learning environments for math preservice teachers to develop 

computational thinking. They followed a three-stage design process. The first stage involved 

exploratory factor analysis with input data and framework development. The second stage 

focused on process-oriented learning model building with preservice teachers to reinforce the 
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development. The third stage aimed to generate adaptive neuro networks based on an input-

output function that preservice teachers can use to fit into their learning progress.  

Other innovations focused on using machine learning to guide learners or adapt to 

learners’ profiles. For instance, Lee et al. (2014) created a director agent to support the learning 

experience in a narrative-centered immersive educational game. Supervised learning was used to 

create a director agent that can make adaptive decisions responding to learners’ in-game actions. 

Dai, Ke, Pan, et al. (2023) used the Gaussian Mixture Model (GMM), an unsupervised machine 

learning model for soft clustering, to classify learners’ interaction with learning supports in an 

immersive simulation game (called E-Rebuild, Ke et al., 2019). The machine learning technique 

coupled with natural language processing can be integrated into learning systems to inform the 

designs of immersive learning experience for data-driven design decisions. In assessing the 

accuracy of classification of different supervised machine learning algorithms (i.e., Naive Bayes, 

k-nearest neighbors, and support vector machines), Asbee et al. (2023) maintained that adaptive 

assessment can be best implemented with Naive Bayes in the context of virtual reality. In this 

context, support vector machines can also perform well in classifying learners, but not when 

there is missing data.  

In Asbee et al.’s (2023) setting, tactile feedback was provided when learners were 

engaged in virtual reality. This highlighted another growing area of study, that is, machine 

learning-facilitated multimodal analytics. This area of study is unique in immersive learning 

environments and the findings can offer innovative insights into the design of immersive 

learning experience. For example, as the study of hand gestures has been a focus in this area, 

Bahceci et al. (2022) used supervised machine learning to understand and classify learners’ hand 

gestures to improve the immersive learning experience. In a comprehensive review and case 
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study, Philippe et al. (2020) highlighted the applications of multimodal interactions in virtual 

reality. They presented examples of practice training in the pharmaceutical industry and surgical 

field with hands-on activities in virtual reality. Despite emerging studies, the area is in its nascent 

stage and has been growing.  

 

3.3. Natural language processing and conversational artificial intelligence 

Immersive learning experience can be enhanced with the integration of virtual agents 

using natural language processing (NLP). Virtual agents can be represented as chatbots, virtual 

humans, conversational agents, pedagogical agents, or virtual beings in the literature (e.g., Dai & 

Ke, 2022; Ke et al., 2020; Sinatra et al., 2021; So et al., 2023). Virtual agents can provide 

interactive experience through dialogic learning (Graesser & McNamara, 2010) as well as 

coaching and guiding the learners (Psotka, 1995). NLP in virtual agents makes natural 

interactions possible (Psotka, 1995). There are several different machine learning approaches 

behind the virtual agents that drive natural language interactions with the learners–––Bayesian 

network (Johnson, 2003), logistic regression and long short-term memory (LSTM) (Nye et al., 

2021), latent semantic analysis, and large language models (e.g., Dai & Ke, 2022; Bhowmik et 

al., 2022). As one of the examples, the Bayesian network allows researchers and learning 

designers in educational sciences to explore ways to implement natural language interactions 

with learners in computer-based systems. Bayesian network is a predictive machine learning 

approach modeling a set of variables that represent learners’ characteristics such as motivation, 

knowledge, and other attributes. As the model learns from learners’ data and actions, the model 

updates its predictive mechanisms for the purpose of recommending adaptive and personalized 

content that fit into learners’ zone of proximal development (Vygotsky, 1978). In a more 
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complex systems design for the purpose of training for early career teachers’ classroom 

management skills, Delamarre et al. (2021) adopted MASCARET framework (Querrec et al., 

2004), a type of multi-agent system that utilized Unified Modeling Language (UML) with 

semantic approach and different modeling architectures, to build a 3D immersive simulation-

based learning environment.   

Designing tutoring experience in intelligent tutoring systems that immerse learners in 

conversational knowledge exchange, Graesser et al. (2014) adopted expectation-and 

misconception-tailored (EMT) dialog structure to foster students’ learning and scientific 

reasoning. Using semantic-pattern-completion algorithms, Graesser et al. (2014) crafted 

conversational agents that engage in conversational patterns with expected answers, 

misconceptions, or alternative answers to constantly negotiate meaning and facilitate reasoning. 

Natural language understanding is another way to realize human-machine conversations. 

Reviewing the literature on chatbots with conversational artificial intelligence, Wollny et al. 

(2021) indicated that chatbots used large-scale data crawled from the Internet to enable text- 

and/or voice-based interactions with learners. Their review found that chatbots in education have 

been predominantly used for skill improvement (32%), followed by efficiency of education 

(25%) and motivation (13%). They also revealed that chatbots in education assume the 

pedagogical role of learning the most (49%), followed by assisting (20%) and mentoring (15%). 

In simulation-based learning settings, Dai and Ke (2022)’s review revealed that conversational 

agents can assume different roles with different AI technologies, for example, providing 

guidance, acting as teachers, peers, or teachable agents.  

There are four distinct types of conversational artificial intelligence to date, ranked by 

their level of interactivity. These include scripted AI, rule-based AI, module-based AI, and 
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natural language processing/machine learning AI (Dai, Ke, Pan et al., 2023). Scripted AI is the 

least interactive, while natural language processing/machine learning AI is the most interactive. 

Despite the perception that natural language processing or conversational agents are a recent 

development, more than fifty years ago, ELIZA was designed to converse in natural language in 

a manner resembling psychotherapists (Weizenbaum, 1966). In some previous systems, human 

learners/users have reported perplexity, inappropriateness, irrelevance, and bias as a result of 

interactions with virtual agents (So et al., 2023). In recent times, the development of large 

language models with big data and billions of parameters has been prolific in creating improved 

natural language understanding. Large language models have been integrated into different 

contexts for applications. For example, So et al. (2023) used a large language model to design 

virtual partners in an online conferencing tool in public health settings. In educational sciences, 

large language models have become a transformative tool in conversational artificial intelligence 

for learning. Large language models’ capabilities to carry out and maintain conversations with 

learners are ideal for educational purposes (Dai et al., 2024; Dai & Ke, 2022).  

For the training of teaching in virtual reality-supported simulation-based learning (Dai et 

al., 2023; Ke et al., 2021), a large language model (e.g., Generative Predictive Transformers 2, 

GPT-2) has been used to design and develop virtual humans in OpenSim (Bhowmik et al., 2022; 

Dai et al., 2021; Ke et al., 2021). Ke et al. (2021) created Evelyn, virtual student agent with 

conversational artificial intelligence, to assist preservice teachers in practicing ambitious science 

teaching enactment. Generative artificial intelligence affords real-time authentic dialogs between 

human learners and virtual agents whereas virtual reality environments (i.e., OpenSim) can 

afford immersive and authentic sense of presence with suitable scenario designs for in-situ 

practices (Dai et al., 2023). According to So et al. (2023), Ke et al. (2021), and Dai (2023), one 
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way to apply large language models to a local context is by training them on local datasets and 

integrating them into targeted computer systems. Figure 2 depicts a generic architecture for using 

large language models in education within a local context. This approach can enable more 

efficient and accurate natural language processing which could lead to improved educational 

outcomes.  

 

 

 

 

Figure 2. Conversational artificial intelligence architecture with large language models 

application  

 

The designs of the teacher learning system with large language models demonstrated one 

alternative way to create dialog systems grounded in theories of situativity (Durning & Artino, 

2011) and experiential learning (Kolb, 1984) that help learners with artificial intelligence. By 

localizing and contextualizing the large language models in educational sciences (Dai & Ke, 
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2022), the system is equipped with capabilities to carry on domain-generic conversations as well 

as engage in domain-specific interactions. A growing number of studies have suggested that the 

conversational agents alone provide practice and experiential learning opportunities for inquiry-

based learning while scaffolding or learning support integrated into such learning settings is the 

most beneficial; in other words, combining conversational agents with additional leanring 

support enhances the effectiveness of the learning experience (de Jong et al., 2023).  

The virtual student agent system with artificial intelligence and integrated support has 

been found to be effective (Dai, 2023). In an experimental design study, Dai (2023) examined 

the effects of learning support on preservice teachers’ teaching knowledge. The study also 

investigated its impacts on preservice teachersʻ self-efficacy when interacting with virtual 

artificial intelligence student agents. The results revealed that in comparison to the no-treatment 

control group, preservice teachers in the learning support group with agents and the agent-only 

group performed significantly better on teaching knowledge and skills. Although no significant 

results were found between groups on teaching self-efficacy, the learning support group’s 

teaching self-efficacy improved significantly pre- to post-intervention.  

 

3.4. Assessment for immersive learning experience  

Assessment is a critical component of any form of learning. Scholars have been 

discussing the integral roles of assessment in promoting and encouraging learning (Shepard, 

2000; Shute et al., 2021). Assessment serves multiple roles for learning (Shepard, 2000; Shute et 

al., 2021). It can be used to determine the learning outcomes (e.g., knowledge, skills, and other 

traits and capabilities), provide feedback for learners to continuously improve, and maintain and 

sustain motivation to learn. Essentially, the relations between feedback and assessment have 
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been studied extensively (Hattie & Timperley, 2007; Shute, 2008). Hattie and Timperley (2007) 

maintained that feedback received by teachers or learners is the result of formative assessment. 

The author suggested that assessment is devised to understand the gap between the current 

learning state and the determined learning goals, at three levels: “about tasks, about the processes 

or strategies to understand the tasks, and about the regulation, engagement, and confidence to 

become more committed to learn” (p. 101). Shute (2008) further elucidated that feedback and 

assessment are mutually reinforcing for diagnosis and contribute to learning and performance. In 

line with a focus on learning and personalization, Shepard (2021) emphasized the need to pursue 

equitable assessment practices that are coupled with ambitious teaching practices. The 

integration of ambitious teaching practices and equitable assessment urges teachers and 

designers to gain a thorough and deep understanding of each student, including their learning, 

emotional, social, and cultural backgrounds as well as the development of disciplinary practice. 

That is, situated in sociocultural theory, considerations for assessment in immersive learning 

experience include equitable approach, disciplinary practices, and shared goals.  

Assessing immersive learning outcomes with machine learning and artificial intelligence 

can not only inform learning designers what learners do in the immersive learning environments, 

but learners themselves can also benefit (Shepard et al., 2018) from unobtrusive assessments 

designed and developed in the immersive learning environments. There are many different ways 

to design and blend sound assessment with learning. In computer-based learning environments, 

stealth assessment is one way to achieve such goals (Shute, 2011). “Stealth assessment refers to 

ECD-based assessments that are woven directly and invisibly into the fabric of the learning 

environment” (Shute & Ke, 2012, pp. 52-53). Based on the notion of stealth assessment, Ke and 

Shute (2015) presented assessment design heuristics in immersive games suggesting that 
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machine learning approaches, including, for example, data mining and learning analytics are 

promising and the integration of assessment and learning task design should be carefully planned 

in the early stages of the immersive learning environment design and development with iterative 

testing and refinement. An important driving mechanism behind stealth assessment is evidence-

centered design (ECD) (Mislevy et al., 2003). For the stealth assessment to be pedagogically 

sound and personally meaningful in immersive learning environments, competency and 

protocols are important, this is called the competency model in stealth assessment (Mislevy et 

al., 2003; Shute, 2011). Competency models include the knowledge, skills, and other capabilities 

and aspects of learning to be assessed. Similar to the assessment in other contexts, stealth 

assessment in immersive learning environments based on competency models ensures that the 

shared goals of the learning experience can be achieved (Shepard et al., 2018).  

Aligning with the framework of ECD (Mislevy et al., 2003), other applications of 

machine learning in assessment for students’ learning have used threshold values, baseline, and 

indices to perform assessment tasks in immersive learning environments. For instance, in the 

context of medical education, Winkler-Schwartz et al. (2019) used novel processes with machine 

learning algorithms to generate and extract practice-based evidence and metrics (e.g., with four 

categories in the operation of surgery: movement, force, bleeding, or tissue) for assessing 

surgical task in a high-fidelity simulation. The results of the machine learning classification 

suggested that among four machine learning algorithms (i.e., k-nearest neighbor, Naive Bayes, 

discriminant analysis, support vector machine), k-nearest neighbor can use the least number of 

performance metrics (i.e., 6) to classify performances from different expertise groups. 

Nevertheless, Boulet and Durning (2019) have advocated for more psychometric studies to 

ensure the validity of assessments done by machine learning algorithms.  
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Understanding the mechanisms of machine learning driving the assessment is crucial. 

The ability to provide equal, just, and inclusive assessments in immersive learning environments 

largely depends on the machine learning models and the data used to devise these assessments. 

The efforts to provide deep and meaningful learning for all, gave rise to the considerations that 

the models and data used should include underrepresented groups of learners to capture their 

interests and promote in-depth and rigorous learning via formative feedback and assessment (Dai 

& Ke, 2022; Ke & Shute, 2011).  

 More recently, using unsupervised machine learning for data-driven assessment is 

growing in the context of digital simulation-based learning environments. Using topic modeling, 

Littenberg-Tobias et al. (2021) found that the structural topic model algorithms (Roberts et al., 

2019) can properly recognize the natural language text responses by participants that indicates 

equity practices and mindsets across four simulation modules (i.e., Jeremy’s Journal, Coach 

Wright, Roster Justice, and Layers, see Littenberg-Tobias et al., 2021, p. 5 for details).   

Aligning with the recent development of machine learning with data-driven assessment, 

one prominent area of machine learning for immersive learning experience assessment is the 

application of multimodal learning analytics that afford innovative and unobtrusive assessment 

and formative feedback (Blikstein, 2013; Ouhaichi et al., 2023). Ouhaichi et al. (2023) provided 

a comprehensive review on the ways multimodal learning analytics can be applied in immersive 

learning technologies such as virtual reality and mixed reality. Their findings revealed that 

virtual reality is one key aspect of multimodal learning analytics (Ouhaichi et al., 2023). Lorenzo 

et al. (2013) used multiple modalities and sources of data to create a comprehensive assessment 

framework including body movement, voice, eye movement, attention, and empathy. Lee-

Cultura et al. (2022) used multimodal data capturing young children’s interaction with a 
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simulation game (i.e., Marvy learns: Motion-Based Learning Technologies) to inform learning 

design. They used principal component analysis (PCA) and exploratory factor analysis as 

fundamental machine learning analyses to identify the relationships between human coded 

analysis and multimodal learning analytics on young children’s problem-solving. They 

emphasized that the results can be used for providing feedback on learners’ cognition and 

affection. Similarly, using PCA, Kroeze et al. (2021) developed an automated assessment tool to 

identify students’ weaknesses in concept maps during inquiry-based learning in virtual 

immersive laboratories (i.e., with functions that allow students to manipulate variables in science 

learning). The assessment tool was applied to provide students with feedback on their 

weaknesses in science conceptualization.  

These studies have focused on multiple dimensions of learning and these aspects involve 

the study of learners’ movement, affection, learning products, and learning states. Indeed, the 

application of multimodal learning analytics to provide formative feedback and in-situ 

assessment for immersive learning experience requires interdisciplinary expertise such as 

learning sciences, affective computing, and human-computer interaction (Cukurova et al., 2020).  

The importance of evaluating the effectiveness of teaching practices when preservice 

teachers are engaged in immersive teacher learning cannot be overemphasized. While traditional 

methods of evaluation, such as observation and self-reporting, have their limitations, recent 

advancements in natural language processing and machine learning offer a promising alternative. 

In a recent project (Bhowmik et al., 2022; Dai, 2023; Ke et al., 2021), researchers developed an 

algorithm that uses natural language processing and deep learning to assess the teaching 

practices of preservice teachers. By analyzing the language used by these teachers, the algorithm 

is able to detect and classify the type of teaching practice being employed. To develop the 
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algorithm, the researchers collected natural language data from preservice teachers and used 

human judgment to identify the specific teaching practices being used, such as lecturing, Socratic 

questioning, or ambitious teaching practices (e.g., the orchestration of students’ ideas or 

resources). The data was then used to train the algorithm, resulting in an impressive level of 

accuracy. This innovative approach has several merits and the potential to improve the way 

teaching practices are supported in immersive teacher learning. By providing preservice teachers 

with targeted feedback and support for their teaching practices, can better prepare them for their 

careers as educators and contribute to improved educational outcomes for their students. Sharing 

similar notions of helping teachers with their professional practices, in simulation games, 

Westera et al. (2018) pursued an automatic essay scoring mechanism to reduce teachers’ 

workload in the context of online training. They proposed that “a multilayer perceptron network 

with two hidden neurons within the hidden layer” (p. 220) was the most appropriate for the 

assessment purpose after performing the cross-validation with human scoring and excluding 

biases.  

 

4. Discussion and future directions  

In this chapter, I have delineated the design and assessment of immersive learning 

environments augmented by machine learning. Immersive learning environments offer learners 

valuable opportunities for in-situ practices and knowledge construction. When learners are 

engaged in these learning environments, they generate a vast amount of data that can be 

leveraged for machine learning. Drawing on constructivist theories, immersive learning 

environments supported by machine learning are well-suited for adaptive and personalized 
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learning. However, there is a need for more applicable theories to explain the increasingly 

complex learning with these learning environments and technologies.  

I highlighted several key aspects of immersive learning experiences with machine 

learning. First, for the design of immersive learning experiences, different machine learning 

techniques can be integrated. For example, topic modeling (e.g., Gencoglu et al., 2023), GMM 

(e.g., Dai et al., 2023), and ANN (e.g., Abouelenein & Nagy Elmaadaway, 2023). Crucially, a 

multi-stage approach is essential for producing pedagogically sound designs and validated 

results. The pipeline of modern machine learning applications is consistent and rigorous in the 

literature within various contexts (see Figure 1). Authentic data collection and storage, pre-

processing, training, and evaluation are essential steps to ensure the quality of the results.  

Second, the design of immersive learning environments can also be enhanced by using 

conversational agents that are driven by artificial intelligence. Large language models are 

excellent tools to facilitate human-computer interactions for deep learning. The integration of 

conversational agents in immersive learning environments also observed creative applications 

such as in public health settings (So et al., 2023) and teacher education (Dai, 2023; Ke et al., 

2021). Training the large language models with localized authentic learning data can ensure the 

educational values of such learning technologies (see Figure 2).   

Third, in addition to augmenting the designs of immersive learning environments, 

assessment is another salient aspect of machine learning applications in immersive learning 

environments. Integrating unobtrusive assessments in immersive learning environments helps to 

provide feedback and understand the learning outcomes. Machine learning is an ideal tool to 

accomplish these goals with a data-driven approach that tailors to individual differences, 

considering all learners. That said, to create equal, inclusive, and just assessment in immersive 



 26 

learning environments, the diversity and inclusiveness of the training data is critical. There were 

different approaches to assessment in immersive learning environments. ECD was one of the 

pioneering approaches. Novel processes with machine learning algorithms generate and extract 

practice-based evidence and metrics but not necessarily with an a priori competency model 

(Winkler-Schwartz et al., 2019). Finally, considering the characteristics of immersive learning 

environments, multimodal learning analytics are prominent future directions. Multimodal 

learning analytics use tracking devices to provide information about learners’ actions and 

behaviors and therefore automatic feedback can be provided to individual students based on their 

performance.  

The future of machine learning-integrated immersive learning environments is promising. 

While existing learning principles and theories from a constructivist perspective can explain 

machine learning integration in immersive learning well, as the learning landscape grows 

increasingly complex (e.g., in metaverse), it is necessary to develop novel learning principles and 

theories to explain learning in such intricate settings. Moreover, the design and assessment of 

multimodal learning in immersive learning environments are emerging areas that require further 

development and exploration. Future research is needed to advance these areas. Finally, machine 

learning-integrated immersive learning environments should be designed with learners' datasets 

that are inclusive, diverse, and just. 

5. Conclusion  

By introducing modern approaches of machine learning integration into the design and 

assessment for immersive learning environments, this chapter provides useful heuristics and 

applications for learning designers, researchers, and policy and decision makers to consider when 

using these technologies. The integration of modern machine learning approaches, along with 
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conversational artificial intelligence, into the design and assessment of immersive learning 

environments holds great promise for educational sciences. By harnessing the power of data-

driven techniques, immersive learning experiences can be enhanced in ways that foster more 

engaging, personalized, and inclusive learning experiences for all learners to be successful.  
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