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Abstract 

Computer-based simulations for learning offer affordances for advanced capabilities and 

expansive possibilities for knowledge construction and skills application. Virtual agents, when 

powered by artificial intelligence (AI), can be used to scaffold personalized and adaptive 

learning processes. However, a synthesis or a systematic evaluation of the learning effectiveness 

of AI-powered virtual agents in computer-based simulations for learning is still lacking. 

Therefore, this meta-analysis is aimed at evaluating the effects of AI-powered virtual agents in 

computer-based simulations for learning. The analysis of 49 effect sizes derived from 22 

empirical studies suggested a medium positive overall effect, 𝑔̅ = 0.43, SE = 0.08, 95% C.I. 

[0.27, 0.59], favoring the use of AI-powered virtual agents over the non-AI-powered virtual 

agent condition in computer-based simulations for learning. Further, moderator analyses revealed 

that intervention length, AI technologies, and the representation of AI-powered virtual agents 

significantly explain the heterogeneity of the overall effects. Conversely, other moderators, 

including education level, domain, the role of AI-powered virtual agents, the modality of AI-

powered virtual agents, and learning environment, appeared to be universally effective among 

the studies of AI-powered virtual agents in computer-based simulations for learning. Overall, this 

meta-analysis provides systematic and existing evidence supporting the adoption of AI-powered 

virtual agents in computer-based simulations for learning. The findings also inform about 

evidence-based design decisions on the moderators analyzed.  

 

Keywords: Artificial intelligence, Computer-based simulation, Machine learning, Pedagogical 

agents, Simulation-based learning, Virtual agents   
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1. Introduction  

1.1. Backgrounds and definitions of terms  

Learning can occur when learners are actively engaged in iterative problem-solving 

processes for knowledge construction and skills application (e.g., Kolodner, 1992; Wood et al., 

1976). To maximize opportunities for active knowledge construction and skills application, 

education researchers and practitioners leverage simulation-based learning, especially computer-

based simulations for learning (e.g., de Jong and van Joolingen, 1998).   

 Simulations, as one way to present simulated experience for realistic problem solving, 

have been used for activate learning and knowledge construction for learners. Computer-based 

simulations for learning, including virtual reality, virtual laboratories, simulation games, or 

medical simulations, are a common form of simulations to foster such a learning experience. 

Despite the potentials of computer-based simulations for learning, scholars (e.g., de Jong and van 

Joolingen, 1998) have pointed out that learners can struggle when discovering, experimenting 

with, and constructing knowledge in computer-based simulations for learning. The multimodal 

forms of computer-based simulations for learning can also increase learners’ cognitive load 

(Sweller et al., 2019). As such, integrating virtual agents in computer-based simulations for 

learning is considered a viable approach to support learners (Dai & Ke, 2022) while maintaining 

desirable difficulties (Bjork & Bjork, 2011) during the learning experiences in computer-based 

simulations.  

Multiple studies have focused on exploring the use of virtual agents in computer-based 

simulations for learning (see Castro-Alonso et al., 2021; Peng & Wang, 2022). Recent virtual 

agents have undergone a transformative evolution, emerging as more powerful learning tools 

through the infusion of AI. With the increasing demand to evaluate the impacts of integrating 
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various AI technologies into virtual agents to enhance learning in computer-based simulations, a 

warranted meta-analysis that synthesizes literature from different sources to examine the effects 

is essential.   

With an aim to examine the effects and to derive design implications of AI-powered 

virtual agents in computer-based simulations for learning, we begin by providing detailed 

definitions in the following sections for key terms used in this meta-analysis––– AI, educational 

virtual agents, computer-based simulations for learning, and AI-powered virtual agents in 

computer-based simulations for learning.  

1.1.1. Definition of AI  

 In education, AI has been used in intelligent tutoring systems, learning analytics, 

classroom assistance, or learning diagnosis and assessment. AI technologies in education include 

subsets of machine learning, deep learning, or natural language processing. In the current study, 

we focus on the AI that simulates human character for learning interactions. Embryonic 

definition of AI holds that “every aspect of learning or any other feature of intelligence can in 

principle be so precisely described that a machine can be made to simulate it” (McCarthy et al., 

2006, p. 12). McCarthy et al. (2006) proposed seven AI prospects: automatic computers, how 

can a computer be programmed to use a language, neuron nets, theory of the size of a 

calculation, self-improvement, abstractions, and randomness and creativity. Thereby, we define 

AI in this meta-analysis as the computational-engineered machine intelligence that drives 

automatic human-like verbal and/or nonverbal interactions with the learners to achieve learning 

objectives.  

1.1.2. Definition of virtual agents  
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Virtual agents can be used alternatively with educational virtual agents, pedagogical 

agents, virtual humans, virtual beings, intelligent agents, chatbots, or conversational agents (e.g., 

Dai & Ke, 2022; Cassell, 2001; Kim & Baylor, 2016; Russell & Norvig, 2021). Virtual agents 

can be embodied or unembodied (Araujo, 2018; Sinatra et al., 2021) and be adopted for 

behavioral, cognitive, and social learning purposes. While we focused on educational virtual 

agents, we used the term of virtual agents in this meta-analysis rather than pedagogical agents or 

other similar terms to broaden the scope for identifying studies on AI-powered virtual agents in 

computer-based simulations for learning. Research on virtual agents has been prolific. Virtual 

agents have been employed to motivate learners, stimulate situated interests for learners, support 

learners for cognitive and metacognitive learning activities, and provide learners with feedback 

for decision making, and assess learners based on a competency model (Ke et al., 2020). 

Correspondingly, research on virtual agents can focus on the cognitive and metacognitive 

functions, agent appearances and associated impacts on learners, and multimedia design 

principles.  

Educational virtual agents, or virtual agents, are simulated, life-like characters in 

computer-based environments that can be used to interact with humans and facilitate learning 

(Mascarenhas et al., 2018). In general, virtual agents serve the purpose to communicate/interact 

with humans, verbally or nonverbally, via text, animations, or voices in natural language and 

authentic manners. The existing studies suggest that virtual-agent-facilitated learning not only 

provides authentic, adaptive, and personalized learning experiences, but also offers the 

opportunities for deep learning via constructive and iterative learning processes.  

 

1.1.3. Definition of computer-based simulations for learning  



 

   

 
6 

 Simulation is an experience or activity that hypothetically imitates a compelling real-

world situation or setting (Alinier, 2007; Tun et al., 2015). Simulation can differ in fidelity that is 

determined by the “verisimilitude of an experience” (Tun et al., 2015, p. 161). Simulation has 

been widely used in the aviation or engineering industry (Tun et al., 2015), clinical medical 

education (Decker et al., 2008), or teacher education (Ke et al., 2020; Dai, 2023). “A simulated 

learning experience imitates the working environment and requires the learner to demonstrate 

procedural techniques, decision making, and critical thinking” (Decker et al., 2008, p. 75). In 

computer-based simulations for learning, it can be delivered via immersive environments (e.g., 

virtual, or mixed reality, simulation games) and other computer-based environments (e.g., 

intelligent tutoring systems; VanLehn, 2011).  

In the current meta-analysis, we define computer-based simulations for learning as 

computer-based environments that facilitate learning experience and produce compelling 

learning environments and learning scenarios for the purpose of fostering higher-order thinking, 

or complex operational knowledge and skills development (see Section 2.2.1. for details about 

the categories of computer-based simulations for learning in this meta-analysis). We aimed to be 

inclusive in our search terms and definition for computer-based simulations for learning. Hence, 

we followed the proposition of prior research (Merchant et al., 2014) to include both VR and 

simulation games, in addition to computer-based environments as computer-based simulations 

for learning.   

 

1.1.4. Definition of AI-powered virtual agents in computer-based simulations for learning  
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The potentials for learning could be maximized when integrating AI-powered virtual 

agents in computer-based simulations for learning (Kim & Baylor, 2016; Sinatra et al., 2021). In 

this section, we define “AI-powered virtual agents in computer-based simulations for learning,” 

building on the definitions of AI, virtual agents, and computer-based simulations for learning 

introduced in earlier sections of this paper. The definition of AI-powered virtual agents has not 

been universal in the literature. In the current meta-analysis, AI-powered virtual agents in 

computer-based simulations for learning are virtual characters designed to improve learning by 

playing different roles in computer-based simulations such as mentors, social companions, 

virtual instructors, feedback or hints providers in the forms of texts, verbal speech, or with 

multimodality. AI-powered virtual agents leverage different computational-engineered machine 

intelligence to interact with learners, such as predefined rule-based mechanisms, modeling or 

knowledge-based technologies, and/or natural language processing (NLP)/machine learning 

(ML)-based algorithms. For example, Shiban et al. (2015) adopted AI-powered virtual agents in 

their computer-based simulation for math learning. The AI-powered virtual agents adopted were 

humanlike and acting as feedback providers in the forms of multimodality (i.e., texts and 

gestures) with rule-based mechanisms (see Figure 1).    
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Figure 1. An example of AI-powered virtual agent from Shiban et al. (2015, p. 8) 

Another example is the AI-powered virtual agent implemented in Le and Wartschinski 

(2018)’s study developing learners’ reasoning skills. The AI-powered virtual agent was 

humanlike (i.e., through self-introduction in natural language with a humanlike name) but in the 

forms of text-based interactions acting as a mentor. The authors used NLP/ML algorithms to 

drive the interactions for adaptive and personalized learning.  

 

 

Figure 2. An example of AI-powered virtual agent from Le and Wartschinski (2018, p. 48) 

 

1.2. Research problems, prior reviews, and purposes of the current meta-analysis  

 For the past decades, research on virtual agents was fruitful (e.g., Baylor & Kim 2009; 

Graesser et al., 2008; Nye et al., 2014). Implemented in computer-based simulations for learning, 

virtual agents have generally demonstrated benefits for learners (Kulik & Fletcher, 2016). 

However, critical challenges of computer-based simulations for learning facilitated by virtual 

agents have been accounted for in the literature. For instance, as discussed by Veletsianos and 

Russell (2013), the design of the agent-learner interactions often failed to meet the learning goals 
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due to limited interactions with the learners; further, the effectiveness of the learning process can 

be hindered by agents' inadequate interpretation of learners’ input. In other words, the 

misalignment of agents’ knowledge and abilities and learners’ input caused inefficient 

interactions, as Veletsianos and Russell (2013) noted, “misclassification of user input can lead to 

agent responses that do not fit within the context or structure of the conversation” (p. 385). 

Despite reported issues in the literature, decades of development and advancement in AI have 

made natural-language-based interactions and learning adaptivity more approachable and 

feasible (Dai & Ke, 2022). AI, replicating human intelligence, are computational systems 

designed to think and act rationally and effectively in a situation (such as problem solving, 

reasoning, and planning) (Seshia et a., 2022; Russell & Norvig, 2021). AI has been fast-growing 

and used in education to support teachers’ classroom practices, ubiquitous learning, as well as 

exploration-oriented learning environments such as simulations and games (Roll & Wylie, 

2016).   

In particular, infusing AI in virtual agents for computer-based simulations for learning 

has grown over the past decades. Computer-based simulations for learning inherently 

accommodate virtual agents since humanlike interactions and authentic problem solving are 

essential in both applications. AI-powered virtual agents have been used to offer interactive 

demonstrations, navigational guidance, attentional guides with gaze and gestures, feedback, 

collaborative learning experiences, and story-rich problem-solving tasks (Rickel, 2001). 

Nevertheless, the underlying paradigms by which the agents are used to support learning have 

been contentious. For example, Schroeder and Gotch’s (2015) study found that facilitation- and 

scaffolding-oriented intelligent virtual agents have reached a peak in the late 2000s and early 

2010s, whereas AI agents acted as information providers in computer-based learning 
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environments have burgeoned. Recently, AI agents for inquiry-based and experiential learning 

are also advocated (Dai & Ke, 2022; Hwang et al., 2020; Lippert et al., 2020; Rickel, 2001). It is 

argued that integrating AI-powered virtual agents in computer-based simulations for learning 

may enrich learning with authentic contexts, prompt exploration-based constructive learning, and 

engage learners in dialogue-based sensemaking interactions (Woolf et al., 2013) and discourse-

rich collaborative problem solving (Graesser, 2016).   

Given these divergent viewpoints, the design and development of AI-powered virtual 

agents require transdisciplinary breakthroughs to overcome the challenges such as constrained 

and oversimplified interactions (Luck & Aylett, 2001; Rickel, 2001). For example, Veletsianos 

and Russell (2013) revealed that virtual agents can provide responses with inadequate syntax or 

the absence of context in conversational AI. Cognitive, psychological, educational, and 

technological models need to work coherently to design and develop AI-powered virtual agents 

with high fidelity and a fine-grained architecture (e.g., Rickel, 2001) to achieve effective 

experiential learning. To this end, examining the AI components of virtual agents in computer-

based simulations for learning is warranted. We built on prior meta-analyses on virtual agents in 

computer-based simulations for learning by endorsing and integrating the aforementioned 

varying applications with different learning paradigms. We extended the previous research 

efforts by systematically synthesizing the effects of different AI technologies infused in virtual 

agents in computer-based simulations for learning.  

To elaborate, despite the acclaimed advantages of virtual agents, the overall effects of 

using various AI technologies in virtual agents implemented in computer-based simulations for 

learning are ambiguous in the literature. It is also unclear what design and implementation 

characteristics influence the effects of AI-powered virtual agents in computer-based simulations 
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for learning. The current meta-analysis focuses on examining the overall effects and the salient 

design and implementation characteristics of using AI-powered virtual agents in computer-based 

simulations for learning.  

Multiple meta-analyses on virtual agents (Castro-Alonso et al., 2021; Davis, 2018; Guo 

& Goh, 2015; Heidig & Clarebout, 2011; Peng & Wang, 2022; Schroeder et al., 2013), 

simulation-based learning or computer-based simulations for learning (Chernikova et al., 2020; 

Kulik & Fletcher, 2016; Merchant et al., 2014) have been conducted. Despite these former 

informative syntheses, limitations were presented in these prior meta-analyses. First, none of 

these existing meta-analyses provided empirical evidence governing the efficacy of virtual 

agents in computer-based simulations for learning infused with AI technologies. They either 

focused on virtual agents, simulation-based learning, or computer-based simulations for learning. 

For meta-analyses on virtual agents, multimedia design rather than the effects of AI elements 

was examined (e.g., Castro-Alonso et al., 2021; Davis, 2018; Guo & Goh, 2015). Second, the 

study characteristics in relation to these AI-powered virtual agents in computer-based simulations 

for learning were thus ambiguous in these prior meta-analyses; the examination of the 

moderators were inconclusive as well.  

 To address the gap in the prior related meta-analyses, the current meta-analysis extended 

prior meta-analyses by examining the effects of AI-powered virtual agents in computer-based 

simulations for learning. Our meta-analysis was unique in that it highlighted the combination and 

dynamics of AI technologies, virtual agents, and computer-based simulations for learning. 

Specifically, we sought to address the following research questions (RQs):  

RQ1. What is the overall effect of AI-powered virtual agents on learning outcomes in computer-

based simulations for learning?  
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RQ2. Are the study characteristics (i.e., intervention length, education level, domain, publication 

type, the role of AI-powered virtual agents, AI technologies in AI-powered virtual agents, 

the modality of AI-powered virtual agents, the representation of AI-powered virtual 

agents, and learning environment) moderate the overall effect of AI-powered virtual 

agents in computer-based simulations for learning?  

 

1.3. Potential Moderators 

In studying AI-powered virtual agents in computer-based simulations for learning, 

several related moderators have been of interest in the literature: Intervention length, Education 

level, Domain, Publication type, The role of AI-powered virtual agents, AI technologies, The 

modality of AI-powered virtual agents, Representation, and Learning environment. We selected 

these potential moderators based on the existing research and the inconclusive nature of these 

moderators in the literature (e.g., Castro-Alonso et al., 2021; Johnson & Lester, 2016; Kim & 

Baylor, 2016), as well as our research purposes and questions. We elaborated on the rationales in 

detail in the following sections.  

1.3.1. Intervention length. Researchers and practitioners have been keen on understanding under 

what conditions and to what extent the intervention length (sometimes called “dosage”) affects 

learning in computer-based simulations for learning, especially when featuring design elements 

(e.g., virtual agents) that may demand cognitive resources from the learners (e.g., Chernikova et 

al., 2020; Jackson & McNamara, 2013; Tokac et al., 2019). Chernikova et al.’s (2020) meta-

analysis on simulation-based learning in higher education reported that the longer the duration of 

simulation-based learning is, the higher the effect sizes of complex skills acquisition will be. 

Jackson and McNamara’s empirical study (2013) also found that learning performance was 
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improved over time in an intelligent tutoring system. In contrast, Tokac et al.’s (2019) meta-

analysis found that the length of game-based intervention does not explain the overall effect sizes 

in PreK-12 settings. Similarly, Merchant et al. (2014) did not find a significant association 

between learning outcomes and the duration of each session or time spent in computer-based 

simulations for learning or virtual worlds. On the one hand, while virtual agents have been 

frequently used in digital multimedia learning environments (Castro-Alonso et al., 2021), 

educational theories suggested that attention allocation, important for short-term cognitive 

rehearsal, plays a role in digital multimedia learning environments (Schweppe & Rummer, 

2014). As indicated by the discussion of the role played by attention allocation, shorter 

interventions of digital multimedia learning environments can be more effective than longer ones 

(Kulik & Fletcher, 2016). On the other, research of knowledge construction based on experiential 

learning maintains that it takes time to constructively internalize the knowledge and skills 

learned (e.g., Carroll, 1963; Kolb, 1984). Due to the indeterminate state of the intervention 

length in the literature, we selected it as a potential moderator for further investigation.   

1.3.2. Education level. Learner’s stage of development and education has been a moderator in 

the evaluation of virtual agents in educational settings in prior meta-analyses (Castro-Alonso et 

al., 2021; Schroeder et al., 2013). Empirical studies on the associations between using AI-

powered virtual agents, different educational levels, and learning outcomes were lacking. Using 

meta-analysis to synthesize the effects of learner’s stage of development and education became a 

viable way to inform the effects of AI-powered virtual agents across education levels. However, 

the results of the learner’s stage of development and education level were inconsistent in the 

literature. Earlier meta-analysis on the effectiveness of virtual agents indicated that the agents 

were more useful for K-12 students than for postsecondary students (Schroeder et al., 2013). In 
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contrast, a recent meta-analysis (Castro-Alonso et al., 2021) reported that the postsecondary 

student group demonstrated a small positive effect size, but the overall heterogeneity moderated 

by education level was nonsignificant (Castro-Alonso et al., 2021). We built on these prior 

studies to further examine the moderating effect of education level in the contexts of virtual 

agents integrated with AI in computer-based simulations for learning.  

1.3.3. Domain. The consideration of academic areas or subject domains as a potential moderator 

has been of interest in the literature on virtual agents but remain inconclusive. As suggested by 

Pavlik Jr. et al. (2016), “comparing learning gains carefully across different…domains…is 

difficult if not impossible to do in a valid way” (p. 41). Nonetheless, previous meta-analyses 

governing virtual agents and computer-based simulations for learning have shed light on the 

moderator of domain. For example, Castro-Alonso et al. (2021) found a nonsignificant difference 

between STEM and non-STEM domains, but significant positive effects for the disciplines of 

biology, computing, and English, and significant negative effects for history learning. Another 

meta-analysis reported that virtual agents used for learning science and math yielded 

significantly higher effect size than the agents used for learning humanities (Schroeder et al., 

2013). In the literature of computer-based simulations for learning, domains of medical 

education, complex and soft skills (e.g., problem solving, negotiation, social skills), and 

language learning have been the domains frequently studied (Dai & Ke, 2022; Chernikova et al., 

2020; Merchant et al., 2014; Peterson 2010). Based on the prior research, in the current meta-

analysis, we focused on examining five domains: math, science, medical studies, soft skills, and 

language learning.  

1.3.4. Publication type. Publication type is a general moderator in a meta-analysis research, since 

studies with significant effects are more likely to be published as peer-reviewed papers 
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(Easterbrook et al., 1991). Meta-analyses that only include journal papers are prone to be 

negligent of insignificant findings. It is suggested that reviews should include both published and 

unpublished (e.g., dissertation) papers (Easterbrook et al., 1991). Thus, we listed publication type 

as a moderator by coding both published and unpublished papers whenever applicable.   

1.3.5. Role-specific functionality of AI-powered virtual agents. AI-powered virtual agents can 

play different roles and fulfill diverse functions in supporting learning (Heidig & Clarebout, 

2011; Peng & Wang, 2022). Depending on the role-specific functionality of AI-powered virtual 

agents, the designated outcome or intended learning may differ (Luck & Aylett, 2001). Different 

studies discussed various role-specific functionality of AI-powered virtual agents. For instance, 

Dai and Ke (2022) synthesized that virtual agents play diverse roles in learning, offering 

guidance, cues, and serving as a social companion for learners. Moreover, virtual agents can 

provide hints and/or feedback (Rickel, 2001; Wang et al., 2008), as well as deliver instructional 

content (Schroeder & Gotch, 2015). Some alternative designs employed virtual agents to serve 

mixed roles, such as scaffolding inquiry and problem solving, facilitating reflections, or acting as 

a teachable agent (Dai & Ke, 2022; Dai et al., 2020). The distinctive and mixed roles assumed by 

AI-powered virtual agents resulted from the integration of various underlying theories and 

principles of learning in their design, highlighting the diverse educational frameworks that drive 

their functionality. In addition, the integration of AI into virtual agents could determine the roles 

played by these AI-powered virtual agents. Earlier meta-analyses focused various aspects of 

learning facilitation, such as information processing (Heidig & Clarebout, 2011) and companion 

strategies (i.e., motivator, expert, and mentor) (Kim & Baylor, 2016), while we extended prior 

meta-analyses by exploring the moderating effects of AI-powered virtual agents’ role-specific 

functionality in computer-based simulations for learning.  
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1.3.6. AI technologies in virtual agents. Dai and Ke (2022) reported that AI technologies can be 

classified into Scripted AI, Rule-based AI, Module-based AI, and NLP/ML. Scripted AI and 

Rule-based AI are the two types of preset AI with restricted responsiveness and dynamicity. 

Scripted AI used coding scripts for a list of responses or reactions to be executed linearly 

(Spronck et al., 2006). Rule-based AI identifies both knowledge and responses with already 

existing algorithms throughout the machine decision-making processes (Maroengsit et al., 2019). 

Module-based AI applies AI modeling techniques to drive the human-computer interactions. For 

example, a module-based AI may use a mix of knowledge modeling, student modeling, or agent 

modeling with Bayesian network models to reason for uncertainty in decision making (Dai & 

Ke, 2022). NLP is considered a subcategory of ML (Jordan & Mitchell, 2015). ML-driven virtual 

agents with NLP adopt advanced algorithms such as convolution or artificial neural networks, 

decision trees, or support vectors to propel virtual agent communication with human learners. 

Crucial to investigating the effects of AI-powered virtual agents in computer-based simulations 

for learning are the distinctive functions of AI technologies within virtual agents. According to 

Peng and Wang (2022), different AI technologies contribute vitally to various levels of 

personalization and adaptivity within virtual agents, the argument they framed as “AI degree.” 

Unique to this meta-analysis, AI technologies, as a moderator, can help us understand how 

virtual agents integrated with different AI technologies, that offer different capabilities to interact 

with learners in computer-based simulations, impact learning.  

1.3.7. Modality of AI-powered virtual agents. Communications between virtual agents and 

learners can be accomplished in a multimodal manner (Ke, Dai et al., 2020; Johnson & Lester, 

2016). Johnson and Lester’s (2016) narrative review maintained that spoke virtual agents can 

produce better learning outcomes compared to virtual agents with text-only interactions. Kim’s 
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(2005) meta-analysis found that there were no significant differences between virtual agents that 

“used text (d = 0.29), spoke (d = 0.53), and were animated (d = 0.52)” (as cited in Noetel et al., 

2022, p. 430). However, the methodological limitations (e.g., unclear search terms, being a pilot 

study) called for further examination. Also, research about the modality principle of multimedia 

learning (see Castro-Alonso & Sweller, 2022) shows differences between written text and voice. 

The modality we examined in this meta-analysis included printed text, voice, and multimodal 

interactions (Ke et al., 2020; Johnson & Lester, 2016; Kim, 2005).  

1.3.8. Representation of AI-powered virtual agents. The manner that the virtual agents were 

anthropomorphized in computer-based simulations for learning is another factor that potentially 

moderates the learner-agent interactions and hence the learning outcomes (Johnson & Lester, 

2016). The moderating effects of virtual agents’ representation can be examined from alternative 

perspectives. One perspective is related to the complexity of the learner-agent interactions and 

the consequential demand on learners’ cognitive resources. Research has examined two 

dimensional versus three dimensional virtual agents (Castro-Alonso et al., 2021), and showed 

that two-dimensional space is more effective for learning than three-dimensional space. 

Moreover, Davis (2018) studied humanoid and character agent types in terms of agent gesturing. 

The author found that agent representation (i.e., humanoid or character) did not moderate the 

effects of learning retention, but humanoid agents significantly decreased cognitive load whereas 

character agents increased extraneous cognitive load. Another perspective for the representation 

of virtual agents is its social fidelity and trustworthiness. Humanlike virtual agents can provide 

verbal and nonverbal communications (Johnson & Lester, 2016; Baylor & Kim, 2009), thus 

activating learners’ interactions with perceived social fidelity (Kim & Baylor, 2016). Domagk 

(2010) classified virtual agents into human (e.g., real human recorded or animated humanlike 
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character) and nonhuman (animal or fictional character). Empirical investigation is warranted to 

explore how humanlike agent, fictional (cartoon or wizard) agent, mixed humanlike/fictional 

agents, and humanlike agent with text-only communication moderate the effects of AI-powered 

virtual agents in computer-based simulations for learning.  

1.3.9. Learning environment. In this meta-analysis, we focus on computer-based simulations for 

learning. Specifically, computer-based system and VR/Simulation game were reviewed as two 

distinct types of learning environments. Although computer-based simulation for learning was 

found to be overall effective in higher education settings (Chernikova et al., 2020), Merchant et 

al.’s (2014) findings reported that simulation games were more effective than virtual reality and 

virtual worlds. Despite these prior meta-analyses, the moderating effects of the learning 

environment have been inconclusive in the literature, especially between computer-based system 

and immersive VR/simulation game (Dai, Ke, Dai, et al., 2023). The hypothesis is that computer-

based simulations environments can be beneficial for learning as long as they offer useful 

affordances with the integration of AI-powered virtual agents. According to Al-Elq (2010), these 

affordances may include hands-on experience, opportunities for repeated practice, the ability for 

learners to make mistakes and learn from failures, and immediate feedback. 

2. Method 

2.1. Literature Search  

We searched digital databases including APA PsycInfo (n = 572), APA PsycNet (n = 

575), ERIC (n = 229), and Web of Science (n = 6950) using the following keywords based on 

the literature in AI-powered virtual agents in computer-based simulations for learning (Dai & 

Ke, 2022; Chen et al., 2020; Jordan & Mitchell, 2015; Merchant et al., 2014; Sinatra et al., 

2021): (pedagogical agent OR animated pedagogical agent OR virtual tutor OR virtual agent 
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OR virtual humans OR embodied agent OR conversational agent) AND (artificial intelligen* OR 

intelligent tutoring systems OR machine learning OR deep learning OR machine intelligen* OR 

natural language process*) AND (education OR learning OR simulation OR simulation-based 

learning OR virtual reality OR augmented reality OR mixed reality OR virtual lab OR serious 

games OR game-based learning OR educational games OR learning games OR computer-based 

simulation). Figure 1 outlined the search, inclusion and exclusion procedures. Ultimately, 22 

papers yielded 49 studies that met the inclusion and exclusion criteria for the effect size 

calculation.  

2.2. Inclusion and Exclusion Criteria  

2.2.1. AI, virtual agents, and computer-based simulations for learning 

To be included, the study must feature all three components––AI, virtual agents, and 

computer-based simulations for learning. For AI, the included studies should adopt at least one 

type of AI technologies defined in the literature (Dai & Ke, 2022, i.e., scripted AI, rule-based AI, 

module-based AI, and NLP/ML) to be coded as a moderator in this meta-analysis. Further, the 

included studies must feature at least a virtual agent to interact with the learners. To be included, 

the virtual agents in the study should demonstrate a simulated character, and they should initiate 

or maintain dialogues and/or use instructional strategies to facilitate learning (Gibbons, 2020; 

Sinatra et al., 2021) (for the definition of virtual agents, please see Section 1.1.2.). The included 

studies should also adopt a form of computer-based simulations for learning. The form of the 

simulation can be either web-based simulation or VR/simulation games (Merchant et al., 2014). 

Both simulations enabled learner interactions via internet technologies mediated by graphical 

interfaces on a learner-side browser (Byrne et al., 2010). VR is an immersive and dynamic 3D 
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environment, whereas simulation games constitute decision-making scenarios where learners 

learn from the consequences of the decisions they made (Dai & Ke, 2022; Sitzmann, 2011).  

2.2.2. Learning outcomes 

In this meta-analysis, the dependent variable is the learning outcomes. According to 

Richey et al. (2011), learning outcomes can be behavioral, cognitive, and social. Learning 

outcomes can be assessed in a simulation, externally with tests, or via task performance. An 

example of behavioral outcomes would be computer skills development demonstrated by task 

completion and performance (e.g., van der Meij, 2013). For cognitive learning outcomes, 

knowledge retention, knowledge acquisition, or knowledge transfer were all considered. Social 

learning outcomes can be negotiation (e.g., Johnson, 2021) or communication skills (e.g., Kron 

et al., 2017). Due to our focus on performance-oriented learning outcomes, self-report beliefs, 

attitudes, or motivation were excluded in this meta-analysis.  

2.2.3. Research designs  

Given the purpose of generalization with the meta-analytic method, only studies with 

experimental designs, including true/quasi-experimental designs, or randomized controlled trial, 

were included. The only difference between the experimental and control groups must be the 

presence/absence of AI-powered virtual agents in computer-based simulations for learning.  

To be more specific, the experimental groups must adopt AI-powered virtual agents as an 

intervention and the control group must contain no AI-powered virtual agents, both in computer-

based simulation environments for learning. In other words, we included studies that used AI-

powered virtual agents in experimental conditions but used computer-based simulations for 

learning without AI-powered virtual agents in the control condition. We excluded studies that 

used AI-powered virtual agents in different learning environments or conditions, such as studies 
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that examined AI-powered virtual agents in computer-based simulations for learning versus AI-

powered virtual agents or human tutors in a classroom lecture setting (e.g., Daradoumis & 

Arguedas, 2020; Elkot et al., 2019).  

Further, if learners in both groups have experienced AI-powered virtual agents in the 

experiments, the study will be excluded. For example, we excluded some studies that examined 

the presence/absence of scaffolding in AI-virtual-agent-integrated learning environments, as well 

as studies that examined the presence/absence of different features of AI-powered virtual agents 

(e.g., voice, appearance, or gestures). We also excluded studies that used AI-powered virtual 

agents in both the experimental and control conditions.  

2.2.4. Reporting   

Providing sufficient information for the calculation of effect sizes is an important 

inclusion criterion. To synthesize the effects, we calculated the mean difference. The information 

on means, standard deviations, sample size in both experimental and control groups must be 

presented to be included. If the studies reported standard errors, we calculated the standard 

deviations (Higgins et al., 2019). In addition to mean scores comparison, studies reported change 

scores from baseline were also included (see Deeks et al., 2019).   

2.2.5. Publication characteristics 

We included studies in both peer- or non-peer reviewed outlets to avoid the file-drawer 

effect (Rosenthal, 1979). Journals, book chapters, conference proceedings, dissertations were all 

considered. However, only journal papers, conference proceedings, and dissertations met the 

final inclusion criteria. We only included studies published in the language used in this journal 

(i.e., English). We did not limit the year of publication.  

2.3. Coding procedures  
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Coding of each study was done by at least two trained coders. 25% of the studies were 

first coded. After debriefing sessions, consensus was reached. After discussions for the 

disagreements, the two coders reached 100% consensus on the included studies. We identified 22 

studies that met our inclusion and exclusion criteria. We then assigned shares of studies to be 

coded by at least two trained coders. We calculated inter-rater reliability between the coders 

using Cohen’s kappa (Cohen, 1960). We used the irr package (Gamer et al., 2012) in R studio (R 

Core Team, 2019) to calculate the Cohen’s kappa, which adjusts the overall agreement 

percentage to accommodate the expected level of agreement that might arise due to random 

assignment. The results of the kappa scores calculated for inter-rater reliability were as follows: 

Publication year (κ = 1.00, z = 20.8), Intervention length (κ = 0.76, z = 10.1), Education level (κ 

= 1.00), Domain (κ = 0.80, z = 9.71), Publication type (κ = 1.00, z = 8.92), the role of AI-

powered virtual agents (κ = 0.77, z = 9.05), AI technologies in AI-powered virtual agents (κ = 

0.71, z = 8.59), the modality of AI-powered virtual agents (κ = 0.88, z = 8.76), the representation 

of AI-powered virtual agents (κ = 0.73, z = 7.51), and the learning environment (κ = 0.91, z = 

6.39).   

Based on the literature and open analyses of the included studies, we categorize the codes 

in each moderator. Each moderator was dummy coded. The codes of intervention length were 

obtained openly from the included studies. We categorized it into “≤ 30 minutes,” “between 31-

60 minutes,” “between 61-119 minutes,” and “≥ 120 minutes.” Education level was coded as 

“elementary,” “middle/high school,” and “college or adults.” From the literature and with an 

open analysis from the included studies, we coded domain as “math,” “science,” “medical 

studies,” “soft skills,” and “language learning” (see Sections 1.3.3. and 2.2.2. for more details). 

We included both published and unpublished studies for an unbiased analysis. Because no book 
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chapter met the inclusion and exclusion criteria, the publication type was coded as “journal,” 

“conference proceedings,” and “dissertation.”  

For the AI-powered virtual agents, we coded four moderators (see the “1.3. Potential 

Moderators” section for the description of each code). First, the role of AI-powered virtual 

agents was coded as “guidance/cues,” “feedback,” “hints,” “social companion,” “instruction,” 

and “mix.” Second, four levels were coded for AI technologies in AI-powered virtual agents: 

“scripted AI,” “rule-based AI,” “module-based AI,” and “NLP/ML.” Third, “the modality of AI-

powered virtual agents” was coded as “verbal,” “text,” and “multi-modal.” Fourth, the 

representation of AI-powered virtual agents included the codes of “humanlike agent,” “fictional 

(cartoon or wizard) agent,” “mixed humanlike/fictional agents,” “humanlike agent with text-only 

communication.” Ultimately, the classification of the learning environment, reflecting the 

simulations used for learning, was consisted of “web-based simulation” and “VR/Simulation 

game.”  
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Figure 1. Flow chart for the inclusion of studies in this meta-analysis.  

 

2.4. Statistical Methods   

2.4.1. Statistics for the overall effects   

Key words searching results (n = 8326) 

Duplicates removed (n = 897) 

Title and abstract level screening (n=7429) Excluded by title and abstract level 
screening (n = 7224). We excluded 
(1) non-experimental, non-empirical, 
technical reports, work-in-progress, 
and pilot studies; (2) non-AI, non-
agent, and studies with non-
computer-based simulations for 
learning  

Full-text review for inclusion (n = 205) 

Full text not eligible because: 
• the experimental and control groups 

were not comparable (n = 94),  
• there was no control group (n = 4),  
• missing information for effect size 

calculation or results interpretation 
(n = 55), or  

• learning outcomes out of the scope 
of this meta-analysis (n = 30) 

 

Included studies (n = 22) 

Effect sizes included (k = 49) 
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The effect sizes estimate mean differences. We first calculated Cohen’s d, where 𝑌!))) is the 

posttest mean of treatment group, 𝑌"*  is the posttest mean of the control group, and 𝑆#$%%&'( is the 

pooled standard deviation:  

#)!*#)"
+#$%%&'(

 . 

Subsequently, we used Hedge’s g to adjust the effect sizes for unbiased, small-sample 

correction (Hedges, 1981). The formula was displayed as follows, where 𝑛! is the sample size of 

the treatment group, 𝑛"  is the sample size of the control group:  

𝑔 = -1 − ,
-(/!0/"*1)*3

0 ∗ 𝑑.  

The sample variance of the estimate was calculated as the follows, where all definitions 

of term have been provided above:  

𝑣 =
𝑛! + 𝑛"
𝑛!𝑛"

+
𝑑1

2(𝑛! + 𝑛")
.	 

To determine the degree of homogeneity of the effects in the included studies, we first 

conducted Q statistics as demonstrated in the following formula,  

𝑄 = ∑ 3
4(!))

5
673 	(𝑇6 − 𝑇)1, 

where 3
4(!))

 is an inverse variance weight from the fixed-effect. Next, we used I2 tests (Higgins et 

al., 2003) with the following formula:   

𝐼1 = 100% ∗ [9*(5*3)]
9

 . 

We adopted random-effects models (Hedges & Vevea, 1998) for the overall effects in our 

meta-analysis for two reasons. First, there was evidence that the population effects estimated 

among the included studies were heterogeneous (as reported in the Results section). Second, we 

intended to generalize the findings of the overall effects to a broader population. As such, 
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random-effects models were used for unconditional inferences (Hedges & Vevea, 1998). Further, 

we accounted for the dependence of effect sizes from the same study using robust variance 

estimation (RVE; Hedges et al., 2010).  

Only papers provided enough information for effect size calculation can be included. 

However, some papers were included with missing data on the coded study characteristics. We 

thus opted to use listwise deletion (Roth, 1994) to handle study characteristics with missing data 

for moderator analysis. As a result, the total effect sizes for “intervention length” is 44 because 

five papers did not report the length of the intervention (involving five effect sizes). We 

conducted all statistical analyses in R studio (R Core Team, 2019) using the metafor package 

(Viechtbauer, 2010).  

2.4.2. Statistics for the moderator analysis 

We used ANOVA-like models and meta-regression for the moderator analyses to explain 

methodical heterogeneity of the effect sizes, in addition to the overall effects in this meta-

analysis. Since these analyses only considered moderator-/within-group level of variance, we 

only expected within-group sampling error as the exclusive source of uncertainty within the 

chosen moderators. Essentially, the moderator is explaining why the effect sizes within the meta-

analysis might differ, and the fixed-effects model adjusts for this variability by attributing it to 

the chosen moderator. Hence, we opted for the adoption of a more stringent fixed-effects model 

in the context of conditional inference for the ANOVA-like moderator analysis (Hedges & 

Vevea, 1998). This decision takes into consideration the nuanced interpretability of each 

moderator. ANOVA-like models were applied to the following moderators (categorical 

independent variable): intervention length, education level, domain, publication type, the role of 

AI-powered virtual agents, AI technologies in AI-powered virtual agents, the modality of AI-
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powered virtual agents, the representation of AI-powered virtual agents, and learning 

environment. Meta-regression was applied to publication year (continuous independent variable), 

where the first appeared year in the included studies was coded as 0 and so forth (i.e., year 2002 

was coded as “0,” year 2005 was coded as “3”).  

Testing for publication bias is a standard practice in a sensible meta-analysis research. 

Publication bias can be a threat to the conclusion of a meta-analysis because the positive overall 

results of the included studies can be due to the file-drawer problem, of which negative results 

tended to be unpublished (Duval & Tweedie, 2000; Rosenthal, 1979; see also Scheel et al., 

2021). We used several strategies to address the issues of publication bias in this meta-analysis: 

examining symmetry of the funnel plot, trim and fill analysis (Duval & Tweedie, 2000), and 

Egger’s regression test (Egger et al., 1997).  

3. Results  

3.1. RQ1: Overall effects 

From 22 included studies, we calculated 49 effects sizes, involving 4911 participants. 

The year of publication ranging from 2002 to 2021. The number of publications in the most 

recent years are 2021 (n = 7), 2019 (n = 4), 2018 (n = 9). Meta-regression analysis suggested that 

publication year was not a statistically significant moderator for study heterogeneity (Qm(1) = 

0.79, 𝛽 = 0.02, p = 0.37) (See Table 1 for the summary of results). Although all published in 

English, the included studies represented a diverse range of locations worldwide, including 

Australia (n = 1), Belgium (n = 1), Brazil (n = 3), China (n = 2), Germany (n = 10), Greece (n = 

2), The Netherlands (n = 3), Sweden (n = 1), Taiwan (n = 2), Turkey (n = 2), and the USA (n = 

2).  
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Since there were studies that contributed multiple effect sizes with the same sample, we 

assumed dependency among effect sizes. We used RVE (Hedges et al., 2010) for the effect 

estimate by grouping effect sizes from the same authors in one cluster among the overall 22 

clusters. We examined the effects of infusing AI technologies in virtual agents within computer-

based simulations for learning. The study comparisons included in this meta-analysis had to 

demonstrate the effects of AI-powered virtual agents between groups. The results of the random 

effects model analysis suggested a medium overall effect size, 𝑔̅ = 0.43, df= 48, SE = 0.08, 95% 

C.I. [0.27, 0.59], p < .001 (see Figure 2. for the Forest plot).  
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Figure 2.  

Forest plot of the overall effect size g.  

There were three studies with the highest effect sizes. The three effect sizes were “Le, N. 

T., & Wartschinski, L. (2018) V” (g = 2.48), “Le, N. T., & Wartschinski, L. (2018) VII” (g = 

1.98), and “Gulz et al. (2011)” (g = 1.81). We checked each of those effect size. For “Le, N. T., 

& Wartschinski, L. (2018) V” and “Le, N. T., & Wartschinski, L. (2018) VII,” these were the 

two outcome variables (i.e., testing the knowledge of students on “Regression to the Mean” and 

“Selection Task”) in their study with the highest effect sizes, in comparison to other outcome 

variables. In “Gulz et al. (2011),” the authors presented between group (the treatment and the 

control group) difference (diff) between “low achieving” (diff = 0.003) “medium achieving” 

(diff = 0.22) and “high achieving” groups (diff = 0.77). It is possible that the high achieving 

students in their study contributed to the high effect size.  

Nonetheless, through this process of checking the outliers, no anomalous findings were 

identified among these high effect sizes regarding the research design or measurement 

procedures. Importantly, with standard statistics procedures, we assessed publication bias among 

the effect sizes with a funnel plot, Egger’s regression test (Egger et al., 1997), and trim and fill 

analysis (Duval & Tweedie, 2000). Egger’s regression test (z = 1.65, p = .10) suggested no 

publication bias. Trim and fill analysis revealed that adding six effect sizes to the left can achieve 

symmetry which advised that it is unlikely that the effect size synthesized in this meta-analysis 

suffered from publication bias (for the funnel plot, see Figure 3).   

The statistical homogeneity tests revealed that the included studies demonstrated 

heterogeneity as evidenced by I2 test= 82.97% (according Higgins et al. (2003), high 
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heterogeneity is above 75%), Q(48) = 211.39, p < .001, and between-study variance of effect 

estimate 𝜏1 = 0.25	(SE = 0.07).   

 

Figure 3.  

Funnel plot  

3.2. RQ2: Moderator analysis  

We examined nine categorical moderators with ANOVA-like approach in this meta-

analysis. A summary of the moderator analysis was shown in Table 1. We found that four of nine 

categorical moderators in the ANOVA-like analysis played a statistically significant role in 
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explaining the heterogeneity observed in the overall effects: the intervention length, publication 

type, AI technologies, and the representation of the AI-powered virtual agents. Publication year 

in meta-regression analysis was not found to be statistically significant in explaining the 

heterogenous overall effects.  

3.2.1. Intervention length  

We found that intervention length significantly influenced the variability of the effect 

sizes. QB (3) = 11.44, p = .01. Within-group variability was observed in two groups: less or 

equal to 30 minutes, QW(12) = 27.03, p < .01 and equal to or over 120 minutes, QW(17) = 

142.48, p < .001. The within-group variability was not observed in the other two groups (i.e., 

Between 31-60 minutes and Between 61-119 minutes).  

3.2.2. Education level  

 Education level did not explain the variability of the effect size. Within-group variability 

was found for College or adults group, QW(37) = 171.41, p < .001, but not for Elementary, Qw(5) 

= 17.33, p = .06 and Middle/high school, Qw(4) = 27.28, p = .08. Overall, the explanatory power 

is equal for all education level groups.  

3.2.3. Domain 

Domain did not explain the variability of the effect size statistically, but within-group 

variability was found for Science, QW(16) =  140.78, p < .001 and Soft skills (e.g., negotiation, 

counseling, domain-generic problem solving), Qw(17) = 32.49, p = .01.  

3.2.4. Publication type  

Effect-size heterogeneity was statistically significant for Publication type. With all three 

groups yielded significant within-group variability as well: Journal papers, QW(40) = 175.97, p 

< .001; conference proceedings, QW (2) = 23.74, p = .04; and dissertation, Qw(4) = 4.58, p = .02.  
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3.2.5. The role of AI-powered virtual agents  

 Different roles of the AI-powered virtual agents did not significantly vary in explaining 

the effect sizes in this meta-analysis. Nevertheless, Feedback (QW(18) = 35.98, p = .01),  Hints 

(QW(5) = 21.60, p = .05) and Mix roles (e.g., guidance, inquiry-based cues, and feedback within 

one intervention) of AI-powered virtual agents (QW(15) = 152.45, p < .001) have significant 

within-group variability.   

3.2.6. AI technologies   

 AI technologies used in virtual agents in computer-based simulations for learning 

accounted for study heterogeneity (QB (3) = 9.54, p = .02). All four categories, Scripted AI 

(QW(6) = 14.08, p = .002), Rule-based AI (QW(10) = 19.15, p < .001), Module-based AI (QW(9) 

= 5.42, p < .001), and NLP/ML (QW(20) = 169.71, p < .001), showed a within-group variability. 

Module-based AI group demonstrated the highest effect size (𝑔̅ = 0.50, SE = 0.08), followed by 

NLP/ML (𝑔̅ = 0.42, SE = 0.05), Scripted AI (𝑔̅ = 0.33, SE = 0.11), and Rule-based AI (𝑔̅ =

0.23, SE = 0.06).  

 

3.2.7. The modality of AI-powered virtual agents 

 We found that the heterogeneity to be explained by the modality of AI-powered virtual 

agents was non-significant (QB (2) = 4.14, p = 0.13). Significant with-in group effect-size 

heterogeneity was found in the text (QW(16) = 150.24, p < 0.001) and multimodal groups 

(QW(17) = 44.47, p = 0.004), but not in the verbal group (QW(13) = 19.58, p = 0.06).  

3.2.8. The representation of AI-powered virtual agents.  

Representation is heterogeneous among the coded studies (QB (3) = 12.67, p = 0.005). 

Specifically, Humanlike agent (QW(34) = 86.47, p < 0.001) and Humanlike agent (w/ text only) 
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(QW(6) = 104.87, p < 0.001) were significant at alpha level of 0.001, whereas Fictional agent 

(QW(5) = 14.43, p = 0.02) was significant at alpha level of 0.05.  

3.2.9. Learning environment  

The amount of heterogeneity was not found to be significant in explaining the effect sizes 

by the Learning environment (QB (1) = 1.06, p = 0.30). Both web-based simulation (QW(29) = 

155.39,  p < 0.001) and VR/Simulation game (QW(18) = 62.00, p = 0.002) demonstrated 

significant within group heterogeneity.  

 

Table 1.  

Moderator analysis  

Type of analysis and the moderator  K Mean (SE) 95% CI Qw 

Overall  49 0.43 (0.08) [0.26, 0.59]  

Intervention length  

(QB (3) = 11.44, p = 0.01)** 

    

≤ 30 minutes 13 0.49 (0.16) [0.18, 0.80]** 27.03 

Between 31-60 minutes  5 0.23 (0.26) [-0.28, 0.74] 1.17 

Between 61-119 minutes  8 0.12 (0.20) [-0.28, 0.51] 17.14 

≥ 120 minutes  18 0.64 (0.14) [0.37, 0.91]*** 142.48 

Education level  

(QB (2) = 2.42, p = 0.30) 

    

Elementary 6 0.41 (0.24) [-0.06, 0.88] 17.33 

Middle/high school 5 0.51 (0.27) [-0.02, 1.03] 27.28 

College or adults  38 0.43 (0.10) [0.25, 0.62]*** 171.41 
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Domain  

(QB (4) = 1.92, p = 0.75) 

    

Math 5 0.51 (0.27) [-0.02, 1.04] 29.14 

Science  17 0.50 (0.15) [0.21, 0.78]*** 140.78 

Medical studies  5 0.33 (0.26) [-0.17, 0.84] 13.53 

Soft skills  18 0.43 (0.14) [0.15, 00.71]** 32.49 

Language learning 4 0.25 (0.32) [-0.37, 0.87] 0.57 

Publication type  

(QB (2) = 7.20, p = 0.03)* 

    

Journals 41 0.40 (0.09) [0.22, 0.57]*** 175.97 

Proceedings  3 0.68 (0.34) [0.03, 1.34]* 23.74 

Dissertation 5 0.64 (0.26) [0.12, 1.16]* 4.58 

The role of AI-powered virtual agents  

(QB(5) = 5.05, p = 0.41)  

    

Guidance/cues  6 0.32 (0.24) [-0.16, 0.79] 3.35 

Feedback  19 0.34 (0.14) [0.08, 0.61]** 35.98 

Hints  6 0.48 (0.24) [0.01, 0.95]* 21.60 

Social companion 1 0.14 (0.62) [-1.07, 1.35] 0.00 

Instruction  1 0.33 (0.63) [-0.91, 1.57] 0.00 

Mix 16 0.61 (0.15) [0.31, 0.91]*** 152.45 

AI technologies   

(QB (3) = 9.54, p = 0.02)* 

    

Scripted AI  7 0.33 (0.11) [0.13, 0.54]** 14.08 
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Rule-based AI 11 0.23 (0.06) [0.12, 0.34]*** 19.15 

Module-based AI 10 0.50 (0.08) [0.34, 0.66]*** 5.42 

NLP/ML 21 0.42 (0.05) [0.32, 0.52]*** 169.71 

The modality of AI-powered virtual agents 

(QB (2) = 4.14, p = 0.13)  

    

Verbal  14 0.29 (0.15) [-0.01, 0.59] 19.58 

Text 17 0.59 (0.14) [0.32, 0.86]*** 150.24 

Multi-modal  18 0.41 (0.14) [0.14, 0.68]** 44.47 

Representation  

(QB (3) = 12.67, p = 0.005)** 

    

Humanlike agent  35 0.35 (0.10) [0.15, 0.54]*** 86.47 

Fictional agent  6 0.55 (0.23) [0.10, 1.01]* 14.43 

Mixed of humanlike and fictional 

agents 

1 0.55 (0.54) [-0.50, 1.61] 0.00 

Humanlike agent with text-based 

interactions  

7 0.78 (0.22) [0.35, 1.21]*** 104.87 

Learning environment  

(QB (1) = 1.06, p = 0.30) 

    

Computer-based system     30 0.45 (0.11) [0.24, 0.66]*** 155.39 

Immersive environment (e.g., 

VR/Simulation game)  

19 0.41 (0.14) [0.15, 0.68]** 62.00 

Meta-regression K Coefficient 

(SE) 

95% CI Qe 
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Publication year  

(Qm(1) = 0.79, p = 0.37  

49 0.02  

(0.02) 

[-0.03, 0.02] 216.32 

*** p ≤ .001 **p ≤ .01 *p ≤ .05 

 

4. Discussion  

The meta-analysis results indicated that, in general, studies that used AI-powered virtual 

agents were associated with higher learning outcomes for learners (𝑔̅ = 0.43, p < .001), in 

comparison to those that did not use such agents in computer-based simulations for learning. Our 

findings are consistent with the report of prior meta-analyses of virtual agents on their positive 

overall effects on learning (e.g., Castro-Alonso et al., 2021; Schroeder et al., 2013), while 

extending the contexts and providing a better understanding of AI-powered virtual agent 

interventions in computer-based simulations for learning. AI and computer-based simulations for 

learning have great potential to transform education as they can provide personalized and 

adaptive learning experience for problem solving, knowledge construction and skills 

development, and deep learning (Dai & Ke, 2022). The current study findings address the 

imperative needs to understand the effects of using AI-powered virtual agents in computer-based 

simulations for learning.  

In addition to the consistency on the directions of the effects, the magnitude of the overall 

effect size in our meta-analysis is larger than the overall effect sizes reported in the previous 

related meta-analyses (e.g, Castro-Alonso et al., 2021, 𝑔̅ = 0.20; Schroeder et al., 2013, 𝑔̅ = 

0.19), indicating a growing positive trend in the effectiveness of virtual agents, especially when 

the agents are driven by more advanced AI technologies that improve adaptivity and 

personalization. Nonetheless, there is still a scarcity of rigorous experimental studies that 
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compare AI-powered virtual agents with non-AI-powered virtual agent conditions. We had to 

exclude multiple studies due to ineligible research designs, interventions, or research variables. 

Researchers should continue empirical investigations on virtual agents powered by AI in 

computer-based simulations for learning, especially given the rapid exponential advancements in 

AI technologies (Chen et al., 2020; Russell & Norvig, 2021). While the current evidence 

suggests the promising benefits of AI-powered virtual agents in facilitating learning, the 

connections between AI and learning, and the broader impacts in education are largely under-

explored, necessitating an urgent investment in further research (Dai & Ke, 2022; Williamson & 

Eynon, 2020).  

Apart from providing empirical evidence on the positive effects of AI-powered virtual 

agents in computer-based simulations for learning, the current meta-analysis results also shed 

light on how the effects are moderated by the agent design features, AI technologies, and study 

characteristics. We discuss the moderator results in the following sections.  

4.1. Intervention length  

We found that intervention length significantly explains the effect-size heterogeneity. 

Specifically, contrary to conventional belief of “the more, the better” regarding the dosage of 

educational technology, AI-powered virtual agents may demonstrate greater efficacy when used 

for interventions lasting 1) less or equal to thirty minutes, and 2) equal or larger than two hours 

in computer-based simulations for learning. Interventions falling outside these specified duration 

categories may exhibit comparatively less benefit. This observation can be explained from two 

perspectives. First, memory span from a cognitive information processing thesis posits that an 

individual has a limited working memory capacity for new information or knowledge processing 

(Miller, 1956). Learners with a low-working memory span may suffer when the learning 
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duration is longer than their capacity for information processing, as predicted by cognitive load 

theory (see Sweller et al., 2019). The content learned beyond this capacity can inhibit their 

knowledge or long-term memory retrieval (Kane & Engle, 2000) and hence diminish learning 

effectiveness. Nye et al. (2014) also reported that learning gains seem to be higher with short and 

organized interventions. On the other hand, if the learning duration is prolonged and learners 

have enough time and sufficient attention for information encoding and rehearsal (Atkin & 

Shiffrin, 1968) for memory storage, better learning outcomes can be expected. Second, 

isomorphic to the time argument for information processing, we theorize that the time needed to 

achieve deep learning from a constructive learning stance serves as another contributing factor. 

Similar to guided discovery, learning constructively with AI-powered virtual agents may take 

learners more time to internalize the knowledge (see Mayer, 2004; Gorbunova et al., 2023).  

In relation to the intervention length and learning theories, we conjecture that different 

roles of AI-powered virtual agents may also contribute to this result. For the “less or equal to 

thirty minutes” group, the agents were mainly used to provide hints or feedback; hence, the 

learners are able to adjust or revise their current practice or understanding to achieve satisfactory 

learning outcomes within a short time span. In comparison, the agents used in the “equal or 

larger than two hours” group may facilitate inquiry-based or knowledge-constructive learning so 

that it enables the learners to learn deeply. We encourage future research to explore intervention 

length and learning characteristics by manipulating variables to deliver more robust results.  

4.2. Education level 

We did not find significant explaining power by different education levels. Our results 

were consistent with a recent meta-analysis (Castro-Alonso et al., 2021) but in contrast to 

Schroeder et al.’s (2013). Similar to Castro-Alonso et al. (2021), we found that AI-powered 
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virtual agents are equally beneficial across education levels, regardless of learners’ stage of 

education and development. This finding is inconsistent with a previous argument that “in formal 

education, pedagogical agents seem to be more effective for younger learners than for older 

learners” (Johnson & Lester, 2016, p. 30). These inconsistent results suggest that further research 

is needed to explore the impact of education level and learners’ stage of development on the 

outcomes of computer-based simulations for learning with AI-powered virtual agents. 

Specifically, it was unclear what design characteristics and contextual factors contribute to the 

differences in the use of AI-powered virtual agents between young and adult learners. Aside 

from the perspective of education level, some researchers approached this issue by stating that it 

is when the learner-agent interactions occurred within learners’ zone of proximal development 

(Vygotsky, 1978) that it is beneficial (Dai & Ke, 2022; Graesser et al., 2008). Although we 

provided preliminary evidence suggesting the universal benefits of using AI-powered virtual 

agents in computer-based simulations for learning for all developmental stages in formal 

education programs, the mixed results in the literature point to the importance for future 

investigation on education level as a moderator of AI-powered virtual agents in computer-based 

simulations for learning.  

4.3. Domain 

 Domain is another disputable moderator in the literature. While Schroeder et al. (2013) 

suggested that virtual agents are more effective for math and science learning than humanities, 

Johnson and Lester (2016) documented a divergent case that foreign language learning and 

intercultural skills training can be particularly effective when using virtual agents (Johnson & 

Lester, 2016). Our findings support Castro-Alonso et al.’s (2021) meta-analysis findings, in 

which the authors classified domain into STEM and non-STEM studies. The authors (Castro-
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Alonso et al., 2021) found that domain does not moderate effects of virtual agents. However, at a 

more granular level, discipline was a significant moderating factor. In particular, biology, 

computing, and English positively moderate the effects, whereas history negatively moderates 

the effects. The moderating effects of math and language were not significant. Overall, we found 

that AI-powered virtual agents can be implemented for all domains. However, this finding 

should be interpreted with caution. First, the classifications of our domains were rather 

constrained by the included studies; we did not classify science into more specific disciplines, 

such as physics or biology. We also did not include other domains of humanities, such as 

literature or history. Second, some domains have a paucity of studies on AI-powered virtual 

agents in computer-based simulations for learning, thus only limited studies of certain domains 

were included.   

4.4. Moderators of AI-powered virtual agent  

4.4.1. The role-specific functionality of AI-powered virtual agents  

 The role-specific functionality of AI-powered virtual agents for learning has been a keen 

issue for researchers and practitioners (e.g., Heidig & Clarebout, 2011; Kim & Baylor, 2016). 

Earlier studies emphasized the role of virtual agents for cognitive information processing (Kim 

& Baylor, 2016) and guidance (Johnson, 2003), whereas there are growing interests in social 

roles played by virtual agents (Sinatra et al., 2021). The current meta-analysis findings revealed 

that there was no significant difference between different roles played by the AI-powered virtual 

agents in explaining the overall effects. That is, regardless of what roles the AI-powered virtual 

agents played, they are equally effective. Although narrative review has discussed the role of 

virtual agents for learning (Kim & Baylor, 2016), empirical evidence on the effects of various 

roles of AI-powered virtual agents in computer-based simulations for learning has been lacking. 
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We promote inclusiveness and diversity for designing the role-specific functionality of AI-

powered virtual agents. Specifically, AI-powered virtual agents can be designed as information 

providers (Schroeder & Gotch, 2015), experiential learning and discourse-rich facilitators (Woolf 

et al., 2013), and collaborative problem-solving companions (Graesser, 2016). The classification 

of roles has been disparate and hence making meta-analytic comparisons difficult. Our findings 

suggest the universal benefits of the role-specific functionality of AI-powered virtual agents. We 

note, however, that the limitations of a small number of studies in some categories may restrict 

the generalizability. More empirical studies are needed for the community to better understand 

different roles of the AI-powered virtual agents in computer-based simulations for learning.   

4.4.2. AI technologies in AI-powered virtual agents  

The findings on AI technologies were aligned with prior studies suggesting that AI in 

education should focus on facilitating learning in addition to pursuing machine learning accuracy 

(Dai & Ke, 2022; Dai, Ke, Pan, et al., 2023), thus module-based AI revealed the highest 

explanatory power because module-based AI features student or knowledge modeling with 

predictive statistics for learner-machine interactions that can promote learning. Peng and Wang 

(2022) suggested that a higher degree of AI is better for personalization and adaptivity, whereas 

Rosé et al. (2019) explicated that interpretability, explainability, and actionability are crucial 

along with AI accuracy.  

Our findings suggested that AI technologies overall explain the effects of computer-based 

simulations for learning, with module-based AI (𝑔̅ = 0.50, p < .001) achieving the highest 

average effect sizes, followed by NLP/ML (𝑔̅ = 0.42, p < .001). This implies that the current AI-

powered virtual agents can benefit more from the design that incorporates the modeling of 

learners’ knowledge, affective states, or other learner and contextual characteristics. Module-
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based AI is powerful because it emphasizes both learners and AI accuracy, which is essential for 

adaptive and personalized learning. In other words, the models in module-based AI that are 

human-centered and technology-supported have the capacity to respond to learners with 

heightened accuracy and effectiveness, fostering a pedagogically sound learning experience.  

Module-based AI is also less complicated and more transparent to the designers, 

researchers, and practitioners. Notably, other AI technologies, such as large language models and 

generative AI, are almost equally effective. However, one may argue that the “black box” nature 

of these large language models is of concerns. We also maintain that the exploration of 

transparency of the “black box” is necessary. Taking the benefits of module-based AI, 

applications using NLP/ML can address the “black box” issues by focusing on the control of 

local input training data and testing of the applications with a particular interest–––to enhance 

learning. Given our results, we suggest that when designing and developing AI-powered virtual 

agents for computer-based simulations for learning, it is imperative to consider learners and other 

learning-related models. We echo Johnson and Lester (2016) and express that AI-powered 

virtual agents are one of the integral components contributing to the design of effective learning 

environments. The key is to design an effective learning environment in the service of learners. 

With this goal in mind, future research should explore how large language models and generative 

AI can be effectively trained and implemented to deliver personalized learning with greater 

granularity and increased adaptivity (Liu et al., 2020), while considering the conditions under 

which these processes and algorithms are the most effective.   

4.4.3. The modality of AI-powered virtual agents  

 The results of this meta-analysis suggested no significant difference between different 

modalities of AI-powered virtual agents in computer-based simulations for learning in explaining 
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the heterogeneity of the overall effects. Specifically, text, voice, or multi-modal interactions can 

result in comparable benefits. This finding is similar to Kim’s (2005). In contrast, the modality 

effect in multimedia design for learning from a cognitive perspective argued that information 

exhibition with audio-visual dual channels (voice and graphic presentations) can be easier to 

understand than the ones presented with illustrated text (i.e., text and graphic presentations) 

(Castro-Alonso & Sweller, 2022; Noetel et al., 2022; Reinwein et al., 2012). In Johnson and 

Lester’s (2016) narrative review, the authors also believe that virtual agents can facilitate more 

robust outcomes when they “speak rather than communicate with text” (p. 31). In computer-

based simulations for learning, learners can also neglect the contextual cues when focusing too 

much on text-interactions (Ke, Dai, et al., 2020). However, the modality effect was unsupported 

by the findings in this meta-analysis focusing on AI-powered virtual agents in computer-based 

simulations for learning.  

To elaborate, we note that the modality effect in AI-powered virtual agents is inherently 

different from the one in multimedia design for learning. For example, in multimedia design for 

learning, using text can be redundant in explaining self-explanatory graphics that contain 

learning materials (Sweller, 1994). But in computer-based simulations for learning with AI-

powered virtual agents, using text can be beneficial when the conversation-oriented materials for 

learning are recorded in the intervention. When learners explore and experiment in the 

intervention, their attention can be split, their cognitive resources can be consumed. The recorded 

text-based conversational materials can be revisited in the intervention so that the learners can re-

encode and rehearse the content in their cognitive system as well as supporting their decision 

making in a later scenario–––especially when the conversations and discourses get richer over 

the course of the learning stages (Dai, 2023; Dai, Ke, Zhang et al., 2023). Further, using text in 
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conversational virtual agents can possibly result in similar effects as in captioning the 

interactions. Noetel et al. (2022) found captioning to be effective in learning with second-

language videos. These discussions can find congruence with Nye et al.’s (2014) viewpoint 

stating that “whether the learning content is being consumed by the learners” is more important 

than the modality for learning with virtual agents in computer-based simulations for learning.  

4.4.4. The representation of AI-powered virtual agents  

 The representation of AI-powered virtual agents concerns the perceptions of the learners 

toward the agents, that is, whether the agents are humanlike or character-figured can influence 

the social fidelity and trust of the learning interactions (Kim & Baylor, 2016). Given limited 

studies available for inclusion, the moderating effects of representation of AI-powered virtual 

agents have been ambiguous in prior meta-analysis (e.g., Heidig & Clarebout, 2011), more recent 

meta-analysis on virtual agents has not examined this moderator (Castro-Alonso et al., 2021). 

Our meta-analysis found a significant difference of representation in explaining the overall 

effects of AI-powered virtual agents in computer-based simulations for learning–––with 

humanlike agent with text-based interactions yielding the highest effect size (𝑔̅ = 0.78), 

followed by fictional agent (𝑔̅ = 0.55), and humanlike agent representation (𝑔̅ = 0.35). We 

conjectured that humanlike agent with text-based interactions shown advantages over fictional 

agent due to its social fidelity (Kim & Baylor, 2016; Sinatra et al., 2021); but our findings align, 

in part, with the explanations in Castro-Alonso et al.’s (2021). They argued that more complex 

agents may lead to cognitive overload thus “2D, cartoonish, or simpler appearance would be 

more effective” (p. 1007). Our study adds to the literature suggesting that text-based interactions 

without excessive embellishment or information (e.g., embodied human characters) can be 

beneficial. We also want to elucidate that it is possible that limited authenticity in humanlike 
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gesture or representation due to the current technological capabilities may reduce the plausibility 

and naturalistic interactions in the humanlike agent conditions. As a result, it may make the 

interventions less effective. With improved technologies in the future, humanlike conditions 

have the potentials to be effective, if designed well. Nonetheless, generally speaking, all 

treatment conditions in the representation of AI-powered virtual agents contribute to small to 

medium positive effect sizes for learning.  

5. Limitations  

There were several limitations in this meta-analysis. First, due to reporting styles (i.e., the 

literature provided insufficient information for effect size calculation) and research designs in the 

literature, we were unable to identify and include a large number of eligible studies. As a result, 

our categories in the moderators were constrained by this factor. Some within group categories 

have small study samples. The robustness of the findings from the moderator analyses was thus 

influenced. Cautions are needed when using the findings in this meta-analysis. 

Second, motivation, engagement, and self-efficacy have been the frequently examined 

variables that suggest possible beneficial effects from the use of AI-powered virtual agents (e.g., 

Heidig & Clarebout, 2011; Lane et al., 2013; Roll & Wylie, 2016). However, our strong focus on 

learning and the difficulties of study identification have convinced us to leave out motivation, 

engagement, and self-efficacy in this meta-analysis. Future research could include motivation, 

engagement, and self-efficacy as an outcome variable to determine AI-powered virtual agents’ 

effects on motivation, engagement, and self-efficacy in computer-based simulations for learning.  

Third, due to challenges in identifying related studies, we followed Merchant et al.’s 

(2014) classification of computer-based simulation and included simulation games in the 

“learning environment” moderator. However, with the advancement of technology, more studies 
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may have been conducted in the setting of virtual reality alone, or more broadly, extended 

reality. Future research can distinguish between virtual reality and simulation games for more 

nuanced results.  

Fourth, despite the affirmation that our findings in this meta-analysis were unlikely to 

observe publication bias (i.e., we included non-peer-reviewed studies; our statistical analyses 

also shown no evidence of publication bias), we are still aware that studies with significant 

results were more likely to be published and therefore can potentially impact the findings of our 

included studies. Further, given our research purposes (i.e., investigating the effects of the AI-

powered virtual agent in computer-based simulation with a robust experimental design) and the 

available literature to date, the number of the studies included was limited. While there is no 

consensus on the number of studies to be included for sufficient statistical power, the number of 

the studies included should be considered when interpreting the results in this meta-analysis. 

Finally, when the results of p values were equal to an alpha level of 0.05, we did not assume a 

more conservative stance, thus the decision of Type I error level (e.g., 𝛼 = 	0.05) should also be 

considered when interpreting the significant results.  

6. Conclusions  

 In this meta-analysis, we add to and expand the current literature on several aspects. First, 

we examined the effects of virtual agents focusing on the ones driven by AI. We reinforced the 

notion that AI-powered virtual agents are effective in computer-based simulations for learning. 

But a lack of eligible studies on this topic is evident. Researchers and practitioners may increase 

investments in this area. Given that virtual agents are the most effective with module-based AI 

being integrated, the design and development of transdisciplinary models and technologies for 

AI-powered virtual agents in computer-based simulations for learning is suggested. Indeed, to 
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achieve cohesive learning outcomes for students, cognitive, psychological, pedagogical, and 

machine learning models must work coherently as a single architecture (e.g., Rickel, 2001). 

Although the advancement in NLP/ML can overcome the limitations of inauthentic interactions 

with AI virtual agents, the core focus should be on learning design with an integrative approach.  

Second, our study contributed to the mixed results in the literature by exploring 

alternative categories for the moderators. To elaborate, education researchers and practitioners 

should consider adopting AI-powered virtual agents in computer-based simulations for learning 

with their purposes and guiding principles and considerations for learning design due to the fact 

that the intervention can be effective on the two ends of the spectrum–––≤ 30 minutes and ≥ 120 

minutes. We suggest future research to empirically validate whether the role-specific 

functionality interacts with the effects of intervention length with pedagogically sound learning 

designs. In addition, we echo a recent meta-analysis (Castro-Alonso et al., 2021) in that simpler 

representations of the AI-powered virtual agents can be more effective, but we suggest that 

adding humanlike social fidelity can increase their effectiveness. That is, it is beneficial for the 

learners to interact with text-based virtual agents with humanlike names, persona, and character 

design. We maintain that the possible benefits can be due to, first, discourse-rich, meaning-

making processes; and second, the advantages that text-based interactions were easier to be 

recorded and revisited by the learners for decision making. However, we also observe that voice, 

multimodal and affective computing technologies are still growing. Unnatural gestures, 

behaviors, as well as unapparent gazes and lip movements, may impose limitations on the 

findings within our included studies. We propose continued research on the design and 

development of humanlike AI virtual agents for naturalistic interactions.  
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Third, our findings imply that AI-powered virtual agents are equally effective considering 

education level, domain, the role-specific functionality, and the modality. We take an inclusive 

and diverse stance on these variables, suggesting that AI-powered virtual agents can be used in 

multiple settings to induce effective learning. For instance, AI-powered virtual agents can be 

used for K-12 and postsecondary students as well as adult learners. Genuinely, as AI is 

permeating and reshaping our everyday lives, it should be beneficial for learners across ages for 

professional development and lifelong learning (Woolf et al., 2013). We also contribute to the 

conflicting viewpoints in the literature by promoting the multi-role functionality of AI virtual 

agents. Again, one should consider their guiding principles and purposes for learning design 

before they can decide the role-specific functionality of AI-powered virtual agents. Regardless, 

the effectiveness should be universal with carefully designed interventions. Finally, for modality, 

our results suggested that education researchers and practitioners should focus on learning 

experience design rather than the modality of the AI-powered virtual agents. Depending on the 

individual contexts and settings, one can find it is more useful to design agents with voice 

interactions while others think that text-based or multimodal agents can better serve their 

learners. Our insignificant finding suggests that designers should work on context-dependent and 

needs-based AI-powered virtual agents in terms of modality without worrying which modality is 

more effective. Overall, this meta-analysis provides systematic evidence and existing promises 

for the adoption of AI-powered virtual agents in computer-based simulations for learning. 

Education researchers, practitioners, and designers can refer to our findings in this meta-analysis 

(i.e., the overall effects and the moderators analyzed) carefully to make evidence-based informed 

design decisions that are best-suited to their respective contexts.   
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