

I. INTRODUCTION

Time series classification is an increasingly popular area of research, providing solutions to a wide range of fields, including data mining, image and motion recognition, environmental sciences, health care, and chemometrics. Within the last decade, many time series representations, similarity measures, and classification algorithms were proposed following the rapid progress in data collection and storage technologies [1]. Nevertheless, to date, the best overall performing classifier in the field is the nearest-neighbor algorithm (1NN), that can be easily tuned for a particular problem by choosing either a distance measure, an approximation technique, or smoothing [1]. The 1NN classifier is simple, accurate and robust, depends on a very few parameters and requires no training [1], [2], [3]. However, the 1NN technique has a number of significant disadvantages, where the major shortcoming is the inability to offer any insight into the classification results. Another limitation is its need for a significantly large training set representing a within-class variance in order to achieve desired accuracy. Finally, while having trivial initialization, 1NN classification is computationally expensive. Thus, the demand for an efficient and interpretable classification technique capable of processing of large data volumes remains.

In this work, we propose an alternative to 1NN algorithm that addresses aforementioned limitations - it provides a superior interpretability, learns efficiently from a small training set, and has a low classification computational complexity.

The paper is structured as follows: Section II discusses relevant work, Section III provides background for a proposed algorithm, in Section IV we describe our algorithm, and in Section V we evaluate its performance. We conclude and discuss future work in Section VI.
classifier built upon the Bag-Of-Patterns (BOP) representation of time series [8], which is equated to an Information Retrieval (IR) “bag of words” concept and is obtained by transformation with Symbolic Aggregate approXimation (SAX) [12], and counting the frequencies of short overlapping subsequences (patterns) along the time series. By applying this procedure to a training set, the algorithm converts the data into the vector space, where the original time series are represented by a pattern (SAX word) occurrence frequency vector. These vectors are classified with 1NN classifier built with Euclidean distance or Cosine similarity applied to raw frequencies or their tf-idf weighting. It was shown that BOP has several advantages: its complexity is linear \(O(nm)\), it is rotation-invariant and considers local and global structures simultaneously, and it provides an insight into patterns distribution through frequency histograms. The authors concluded, that the best classification accuracy of BOP-represented time series is achieved by using 1NN classifier based on Euclidean distance.

Our algorithm has similarities to the aforementioned techniques. Similar to shapelets-based approaches, our algorithm looks for time series subsequences which are characteristic representatives of a class, that enables a superior interpretability. However, instead of recursive search for class-discriminating shapelets, our algorithm ranks by importance all potential candidate subsequences at once with a linear computational complexity of \(O(nm)\). To achieve this, similarly to BOP, SAX-VSM converts all training time series into bags of SAX words and uses tf-idf weighting and Cosine similarity. Nonetheless, instead of building \(n\) bags for each of the training time series, our algorithm builds a single bag of words for each of the classes, that effectively provides a compact solution of \(N\) weight vectors \((N = \text{the number of classes, typically } N << n)\), and a fast classification time of \(O(m)\).

We will show these distinct features - the generalization of the class’ patterns with a single bag and their weighting - allow SAX-VSM to achieve a high classification accuracy and to provide an exceptional interpretability.

III. BACKGROUND

SAX-VSM is based on two well-known techniques. The first technique is Symbolic Aggregate approXimation, which is a high-level symbolic representation of time series [12]. The second technique is the classic Vector Space Model based on tf-idf weighting scheme [13]. Using SAX, our algorithm transforms real-valued time series into combined collections of SAX words. Next, by using tf-idf weighting, it transforms these collections into class-characteristic weight vectors, which, in turn, are used in classification built upon Cosine similarity.

SAX, however, requires two parameters to be provided as an input and no efficient solution for their selection exists to the best of our knowledge. We address this issue by using an optimization scheme based on the dividing rectangles (DIRECT) algorithm that does not require any input [14].

A. Symbolic Aggregate approXimation (SAX)

Symbolic representation of time series, once introduced, has attracted much attention by enabling the application of numerous string-processing algorithms, bioinformatics tools, and text mining techniques to time series [12]. The method provides a significant reduction of the time series dimensionality and a low-bounding to Euclidean distance metrics, which guarantees no false dismissal [15]. These properties are often leveraged by other techniques that embed SAX representation for indexing and approximation [11].

Configured by two parameters, a desired word size \(w\) and an alphabet size \(\alpha\), SAX produces a symbolic approximation of a time series \(T\) of a length \(n\) by compressing it into a string of the length \(w\) (usually \(w << n\)), whose letters are taken from the alphabet \(\alpha\). At the first step of the algorithm, \(T^\prime\) is \(z\)-normalized (to unit of standard deviation) [16]. At the second step, a dimensionality of the normalized time series is reduced from \(n\) to \(w\) by obtaining its Piecewise Aggregate Approximation (PAA) [17]. For this, the normalized time series is divided into \(w\) equal-sized segments and mean values for points within each segment are computed. The sequence of these values forms PAA approximation of \(T^\prime\). Finally, each of \(w\) PAA coefficients is converted into a letter of an alphabet \(\alpha\) using the lookup table which defines a set of breakpoints that divide the normalized time series values distribution space into \(\alpha\) equal-sized regions (as in the original SAX work [12], we assume Gaussian distribution).

B. Bag of words representation of time series

Following its introduction, SAX was shown to be an efficient tool for solving problems of finding time series motifs and discords [18]. The authors employed a sliding window-based subsequence extraction technique and augmented data structures in order to build SAX words “vocabularies”. By analyzing words frequencies, they were able to capture frequent and rare SAX words representing motif and discord subsequences. The same technique, based on the combination of sliding window and SAX, was used in numerous works, most notably in Shapelet [11] and BOP-based classifiers [8].

We also use this sliding window technique to convert a time series \(T\) of a length \(n\) into the set of \(n\) SAX words, where \(m = (n - l_s) + 1\) and \(l_s\) is the sliding window length. By sliding a window of length \(l_s\) across time series \(T\), extracting overlapping subsequences, converting them to SAX words, and placing these words into an unordered collection, we obtain the bag of words representation of the original time series \(T\).

C. Vector Space Model (VSM) adaptation

We use the vector space model exactly as it is known in Information Retrieval [13]. Similarly, we define and use the following expressions: \text{term} - a single SAX word, \text{bag of words} - an unordered collection of SAX words, \text{corpus} - a set of bags, and \text{weight matrix} - a matrix defining weights of all words in a corpus.

Given a training set, SAX-VSM builds a bag of SAX words for each of the classes by processing each time series
with a sliding window and SAX. Bags are combined into a corpus, which is built as a term frequency matrix, whose rows correspond to the set of all SAX words (terms) found in all classes, whereas each column denotes a class of the training set. Each element of this matrix is an observed frequency of a term in a class. Because SAX words extracted from the time series of one class are often not found in others, as shown in Section V-B, this matrix is usually sparse.

Next, SAX-VSM applies tf*idf weighting scheme for each element of this matrix to transform a frequency value into a weight coefficient. The tf*idf weight for a term \( t \) is defined as a product of two factors: term frequency (tf) and inverse document frequency (idf). For the first factor, we use logarithmically scaled term frequency [19]:

\[
\text{tf}_{t,d} = \begin{cases} \log(1 + f_{t,d}), & \text{if } f_{t,d} > 0 \\ 0, & \text{otherwise} \end{cases}
\]  

where \( t \) is the term, \( d \) is a bag of words (a document in IR terms), and \( f_{t,d} \) is a frequency of the term in the bag.

The inverse document frequency we compute as usual [19]:

\[
\text{idf}_{t,D} = \log \frac{|D|}{|d|} = \log N 
\]

where \( N \) is the cardinality of a corpus \( D \) (the total number of classes) and the denominator \( df_t \) is a number of bags where the term \( t \) appears.

Then, \( \text{tf*idf} \) weight value for a term \( t \) in the bag \( d \) of a corpus \( D \) is defined as

\[
\text{tf*idf}(t,d,D) = \text{tf}_{t,d} \times \text{idf}_{t,D} = \log(1 + f_{t,d}) \times \log N 
\]

for all cases where \( f_{t,d} > 0 \) and \( df_t > 0 \), or zero otherwise.

Once all frequency values are computed, term frequency matrix becomes the term weight matrix, whose columns used as class’ term weight vectors that facilitate the classification using Cosine similarity.

For two vectors \( a \) and \( b \) Cosine similarity is based on their inner product and defined as

\[
\text{similarity}(a, b) = \cos(\theta) = \frac{a \cdot b}{|a| \cdot |b|}
\]

IV. SAX-VSM CLASSIFICATION ALGORITHM

As many other classification techniques, SAX-VSM consists of two phases - training and classification.

A. Training phase

The training starts by transforming the labeled time series into SAX representation configured by three parameters: the sliding window length (\( W \)), the number of PAA segments per window (\( P \)), and SAX alphabet size (\( A \)). Each of subsequences extracted with overlapping sliding window is normalized (Sec. III-A) before being processed with PAA. However, if the standard deviation value falls below a fixed threshold, the normalization is not applied in order to avoid over-amplification of a background noise [12].

By applying this procedure to all time series from \( N \) training classes, algorithm builds a corpus of \( N \) bags, to which it applies \( 
\text{tf*idf} \) weighting and outputs \( N \) real-valued weight vectors of equal length representing training classes.

Because the whole training set must be processed, training of SAX-VSM classifier is computationally expensive (\( O(nm) \)). However, there is no need to maintain an index of training time series, or to keep any of them in the memory at the runtime; the algorithm simply iterates over all training time series incrementally building bags of SAX words. Once built and weighted with \( 
\text{tf*idf} \), the corpus is discarded - only a resulting set of \( N \) real-valued weight vectors is retained for classification.

B. Classification

In order to classify an unlabeled time series, SAX-VSM transforms it into a terms frequency vector using exactly the same sliding window technique and SAX parameters that were used for training. It computes cosine similarity values between this term frequency vector and \( N \) \( 
\text{tf*idf} \) weight vectors representing the training classes. The unlabeled time series is assigned to the class whose vector yields the maximal cosine similarity value.

C. Sliding window size and SAX parameters selection

As shown, SAX-VSM requires three parameters to be specified upfront. In order to optimize their selection using only a training data set, we propose a solution based on a common cross-validation and DIRECT optimization scheme [20]. Since DIRECT is designed to search for global minima of a real valued function over a bound constrained domain, we use the rounding of a reported solution values to the nearest integer.

DIRECT iteratively performs two procedures - partitioning the search domain and identifying potentially optimal hyper-rectangles. In our case, it begins by scaling the search domain to a 3-dimensional unit hypercube which is considered as potentially optimal. The error function is then evaluated at the center of this hypercube. Next, other points are created at one-third of the distance from the center in all coordinate directions. The hypercube is then divided into smaller rectangles that are identified by their center point and their error function value. This procedure continues interactively until the error function converges. For brevity, we omit the detailed explanation of the
We propose a novel algorithm for time series classification based on SAX approximation of time series and Vector Space Model called SAX-VSM. We present a range of experiments assessing its performance and showing its ability to provide an insight into classification results.

A. Analysis of the classification accuracy

We evaluated our approach on 45 datasets whose majority was taken from benchmark data disseminated through UCR repository [21]. While all the details are available at the project’s homepage [22], Table I compares the classification accuracy of SAX-VSM with previously published performance results of four competing classifiers: two state-of-the-art 1NN classifiers based on Euclidean distance and DTW, the classifier based on recently proposed Fast-Shapelets technique [11], and the classifier based on BOP [8]. We selected these particular techniques in order to position SAX-VSM in terms of classification accuracy and interpretability.

In our evaluation, we followed a train/test data split as provided by UCR. Train data were used in cross-validation experiments for optimization of SAX parameters using DIRECT. Once selected, optimal parameters were used to assess SAX-VSM classification accuracy on test data which is reported in the last column of Table I.

B. Scalability analysis

For synthetic datasets, it is possible to create as many time series instances as one needs for experimentation. We used the CBF [23] domain to investigate and assess the performance of SAX-VSM on increasingly large datasets.

In one series of experiments, we varied a training set size from 10 to $10^3$, while the test set size remained fixed to $10^4$ instances. For small training sets, SAX-VSM was found to be significantly more accurate than 1NN Euclidean classifier, but by the time we had more than 500 time series in a training set, there was no significant difference in accuracy (Fig. 3, left). As per the runtime cost, due to the comprehensive training, SAX-VSM was found to be more expensive than 1NN Euclidean classifier on small training sets, but outperformed 1NN on large training sets. Note that SAX-VSM allows to perform training off-line and load weight vectors when needed - in this scenario, it performs classification significantly faster than 1NN Euclidean classifier (Fig. 3, center).

In another series of experiments we investigated the scalability of our algorithm with unrealistic training set sizes - up to $10^6$ of instances for each of CBF classes. As expected, with the growth of a training set size, the growth curve of a total number of distinct SAX words for each class’ dictionary showed significant saturation (similar to logarithmic curve).
peaking at about 10% of all possible words for selected PAA and alphabet sizes. This result reflects SAX-VSM ability to learn efficiently from large datasets: while SAX smoothing limits the generation of new words corresponding to relatively similar sub-sequences, the idf factor of the weighting schema (Equation 2) efficiently prunes SAX words (patterns) that are losing their discriminative power, i.e. those which appear in all classes.

C. Robustness to noise

Since the weight of each of the overlapping SAX words is contributing only a small fraction to a final similarity value, we hypothesized that SAX-VSM classifier might be robust to the noise and to the partial loss of a signal in test time series. Intuitively, in this case the cosine similarity between high dimensional weight vectors might not degrade significantly enough to cause a misclassification.

We investigated this hypothesis using CBF data. By fixing a training set size to 250 time series, we varied the standard deviation of Gaussian noise in CBF model. SAX-VSM outperformed 1NN Euclidean classifier with the growth of a noise level confirming our hypothesis (Fig.3, right). Further improvement of SAX-VSM performance was achieved by fine tuning of smoothing through a gradual increase of the SAX sliding window size proportionally to the growth of the noise level (SAX-VSM Opt curve, Fig.3 right).

D. Interpretable classification

While the classification performance evaluation results show that SAX-VSM classifier has potential, its major strength is in the level of allowed interpretability of classification results.

Shapelet-based decision trees provide interpretable classification and offer insight into underlying data features [9]. Later, it was shown that the discovery of multiple shapelets provides even better resolution and intuition into the interpretability of classification [10]. However, as the authors noted, the time cost of multiple shapelets discovery in many class problems could be significant. In contrast, SAX-VSM extracts and weights all patterns at once without any added cost. Thus, it could be the only choice for interpretable classification in many class problems. Here, we show a few examples in which we exploit the subsequence weighting provided by our technique.

Fig. 3: Comparison of classification precision and run time of SAX-VSM and 1NN Euclidean classifier on CBF data. Left: SAX-VSM performs significantly better with limited amount of training samples. Center: while SAX-VSM is faster in time series classification, its performance is comparable to 1NN Euclidean when training time is accounted for. Right: SAX-VSM increasingly outperforms 1NN Euclidean with noise level growth (the random noise level grows up to 100% of CBF signal value)

1) Heatmap-like visualization: Since SAX-VSM outputs tf*idf weight vectors of all subsequences extracted from a class, it is possible to find the weight of any arbitrary selected subsequence. This feature enables a novel heat map-like visualization technique that provides an immediate insight into the layout of “important” class-characterizing subsequences as shown in Figure 4.

2) Gun Point dataset: Following previous shapelet-based work [9] [10], we used a well-studied GunPoint dataset [24] to explore the interpretability of classification results. The class Gun of this dataset corresponds to the actors’ hands motion when drawing a replicate gun from a hip-mounted holster, pointing it at a target for a second, and returning the gun to the holster; class Point correspond to the actors hands motion when pretending of drawing a gun - the actors point their index fingers to a target for about a second, and then return their hands to their sides.

Similarly to previously reported results, SAX-VSM was able to capture all distinguishing features as shown in Figure 5. The top weighted by SAX-VSM patterns in Gun class corresponds to fine movements required to lift and aim the prop. The top weighted SAX pattern in Point class corresponds to the “overshoot” phenomena, causing the dip in the time series [24], while the second to best pattern captures the lack of movements required for lifting a hand above a holster and reaching down for the prop.


[22] Paper authors. Supporting webpage: https://code.google.com/p/motifs/


VI. CONCLUSION AND FUTURE WORK

We propose a novel interpretable technique for time series classification based on characteristic patterns discovery. We demonstrated that our approach is competitive with, or superior to, other techniques on a set of classic data mining problems. In addition, we described several advantages of SAX-VSM over existing structure-based similarity measures, emphasizing its capacity to discover and rank short subsequences by their class characterization power. Finally, we outlined an efficient solution for SAX parameters selection.

For our future work, inspired by recently reported superior performance of multi-shapelet based classifiers [10], we prioritize modification of our algorithm for words of variable length. In addition, we explore SAX-VSM applicability for multidimensional time series.
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