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Abstract—We consider multi-player repeated games involving a large number of players with large strategy spaces and enmeshed utility structures. In these “large-scale” games, players are inherently faced with limitations in both their observational and computational capabilities. Accordingly, players in large-scale games need to make their decisions using algorithms that accommodate limitations in information gathering and processing. This disqualifies some of the well known decision making models such as “Fictitious Play” (FP), in which each player must monitor the individual actions of every other player and must optimize over a high dimensional probability space. We will show that Joint Strategy Fictitious Play (JSFP), a close variant of FP, alleviates both the informational and computational burden of FP. Furthermore, we introduce JSFP with inertia, i.e., a probabilistic reluctance to change strategies, and establish the convergence to a pure Nash equilibrium in all generalized ordinal potential games in both cases of averaged or exponentially discounted historical data. We illustrate JSFP with inertia on the specific class of congestion games, a subset of generalized ordinal potential games. In particular, we illustrate the main results on a distributed traffic routing problem and derive tolling procedures that can lead to optimized total traffic congestion.

Index Terms—Fictitious play (FP), joint strategy fictitious play (JSFP).

I. INTRODUCTION

W e consider “large-scale” repeated games involving a large number of players, each of whom selects a strategy from a possibly large strategy set. A player’s reward, or utility, depends on the actions taken by all players. The game is repeated over multiple stages, and this allows players to adapt their strategies in response to the available information gathered over prior stages. This setup falls under the general subject of “learning in games” [2], [3], and there are a variety of algorithms and accompanying analysis that examine the long term behavior of these algorithms.

In large-scale games players are inherently faced with limitations in both their observational and computational capabilities. Accordingly, players in such large-scale games need to make their decisions using algorithms that accommodate limitations in information gathering and processing. This limits the feasibility of different learning algorithms. For example, the well-studied algorithm “Fictitious Play” (FP) requires individual players to individually monitor the actions of other players and to optimize their strategies according to a probability distribution function over the joint actions of other players. Clearly, such information gathering and processing is not feasible in a large-scale game.

The main objective of this paper [1] is to study a variant of FP called Joint Strategy Fictitious Play (JSFP) [2], [4], [5]. We will argue that JSFP is a plausible decision making model for certain large-scale games. We will introduce a modification of JSFP to include inertia, in which there is a probabilistic reluctance of any player to change strategies. We will establish that JSFP with inertia converges to a pure Nash equilibrium for a class of games known as generalized ordinal potential games, which includes so-called congestion games as a special case [6].

Our motivating example for a large-scale congestion game is distributed traffic routing [7], in which a large number of vehicles make daily routing decisions to optimize their own objectives in response to their own observations. In this setting, observing and responding to the individual actions of all vehicles on a daily basis would be a formidable task for any individual driver. A more realistic measurement on the information tracked and processed by an individual driver is the daily aggregate congestion on the roads that are of interest to that driver [8]. It turns out that JSFP accommodates such information aggregation.

We will now review some of the well known decision making models and discuss their limitations in large-scale games. See the monographs [2], [3], [9]–[11] and survey article [12] for a more comprehensive review.

The well known FP algorithm requires that each player views all other players as independent decision makers [2]. In the FP framework, each player observes the decisions made by all other players and computes the empirical frequencies (i.e., running averages) of these observed decisions. Then, each player best responds to the empirical frequencies of other players’ decisions by first computing the expected utility for each strategy choice under the assumption that the other players will independently make their decisions probabilistically according to the observed empirical frequencies. FP is known to be convergent to a Nash equilibrium in potential games, but need not converge for other classes of games. General convergence issues are discussed in [13]–[15].

The paper [16] introduces a version of FP, called “sampled FP”, that seeks to avoid computing an expected utility based on
the empirical frequencies, because for large scale games, this expected utility computation can be prohibitively demanding. In sampled FP, each player selects samples from the strategy space of every other player according to the empirical frequencies of that player’s past decisions. A player then computes an average utility for each strategy choice based off of these samples. Each player still has to observe the decisions made by all other players to compute the empirical frequencies of these observed decisions. Sampled FP is proved to be convergent in identical interest games, but the number of samples needed to guarantee convergence grows unboundedly.

There are convergent learning algorithms for a large class of coordination games called “weakly acyclic” games [9]. In adaptive play [17] players have finite recall and respond to the recent history of other players. Adaptive play requires each player to track the individual behavior of all other players for recall window lengths greater than one. Thus, as the size of player memory grows, adaptive play suffers from the same computational setback as FP.

It turns out that there is a strong similarity between the JSFP discussed herein and the regret matching algorithm [18]. A player’s regret for a particular choice is defined as the difference between 1) the utility that would have been received if that particular choice was played for all the previous stages and 2) the average utility actually received in the previous stages. A player using the regret matching algorithm updates a regret vector for each possible choice, and selects actions according to a probability proportional to positive regret. In JSFP, a player chooses an action by myopically maximizing the anticipated utility based on past observations, which is effectively equivalent to regret modulo a bias term. A current open question is whether player choices would converge in coordination-type games when all players use the regret matching algorithm (except for the special case of two-player games [19]). There are finite memory versions of the regret matching algorithm and various generalizations [3], such as playing best or better responses to regret over the last m stages, that are proven to be convergent in weakly acyclic games when players use some sort of inertia. These finite memory algorithms do not require each player to track the behavior of other players individually. Rather, each player needs to remember the utilities actually received and the utilities that could have been received in the last m stages. In contrast, a player using JSFP best responds according to accumulated experience over the entire history by using a simple recursion which can also incorporate exponential discounting of the historical data.

There are also payoff based dynamics, where each player observes only the actual utilities received and uses a Reinforcement Learning (RL) algorithm [20], [21] to make future choices. Convergence of player choices when all players use an RL-like algorithm is proved for identical interest games [22]–[24] assuming that learning takes place at multiple time scales. Finally, the payoff based dynamics with finite-memory presented in [25] leads to a Pareto-optimal outcome in generic common interest games.

Regarding the distributed routing setting of Section IV, there are papers that analyze different routing strategies in congestion games with “inﬁnitesimal” players, i.e., a continuum of players as opposed to a large, but ﬁnite, number of players. References [26]–[28] analyze the convergence properties of a class of routing strategies that is a variation of the replicator dynamics in congestion games, also referred to as symmetric games, under a variety of settings. Reference [29] analyzes the convergence properties of no-regret algorithms in such congestion games and also considers congestion games with discrete players, as considered in this paper, but the results hold only for a highly structured symmetric game.

The remainder of the paper is organized as follows. Section II, sets up JSFP and goes on to establish convergence to a pure Nash equilibrium for JSFP with inertia in all generalized ordinal potential games. Section III presents a fading memory variant of JSFP, and likewise establishes convergence to a pure Nash equilibrium. Section IV presents an illustrative example for traffic congestion games. Section IV goes on to illustrate the use of tolls to achieve a socially optimal equilibrium and derives conditions for this equilibrium to be unique. Finally, Section V presents some concluding remarks.

II. JOINT STRATEGY FICTITIOUS PLAY WITH INERTIA

A. Setup

Consider a ﬁnite game with n-player set \( \mathcal{P} := \{P_1, \ldots, P_n\} \) where each player \( P_i \in \mathcal{P} \) has an action set \( \mathcal{Y}_i \) and a utility function \( U_i : \mathcal{Y} \rightarrow \mathbb{R} \) where \( \mathcal{Y} = Y_1 \times \cdots \times Y_n \).

For \( y = (y_1, y_2, \ldots, y_n) \in \mathcal{Y} \), let \( y_{-i} \) denote the proﬁle of player actions other than player \( P_i \), i.e.,

\[
y_{-i} = \{y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_n\}.
\]

With this notation, we will sometimes write a proﬁle \( y \) of actions as \( (y_i, y_{-i}) \). Similarly, we may write \( U_i(y) \) as \( U_i(y_i, y_{-i}) \).

A proﬁle \( y^* \in \mathcal{Y} \) of actions is called a pure Nash equilibrium\(^1\) if, for all players \( P_i \in \mathcal{P} \)

\[
U_i(y_i^*, y_{-i}^*) = \max_{y_{-i} \in \mathcal{Y}_{-i}} U_i(y_i, y_{-i}^*).
\] (1)

We will consider the class of games known as “generalized ordinal potential games”, deﬁned as follows.

Definition 2.1 (Potential Games): A ﬁnite n-player game with action sets \( \{Y_i\}_{i=1}^n \) and utility functions \( \{U_i\}_{i=1}^n \) is a potential game if, for some potential function \( \phi : Y_1 \times \cdots \times Y_n \rightarrow \mathbb{R} \)

\[
U_i(y_i^*, y_{-i}) - U_i(y_i^*, y_{-i}) = \phi(y_i^*, y_{-i}) - \phi(y_i^*, y_{-i}),
\]

for every player, for every \( y_{-i} \in Y_{-i} \), \( i \neq j \) and for every \( y'_i, y''_i \in Y_i \). It is a generalized ordinal potential game if, for some potential function \( \phi : Y_1 \times \cdots \times Y_n \rightarrow \mathbb{R} \)

\[
U_i(y_i^*, y_{-i}) - U_i(y_i^*, y_{-i}) > 0
\]

\[
\Rightarrow \phi(y_i^*, y_{-i}) - \phi(y_i^*, y_{-i}) > 0
\]

for every player, and for every \( y_{-i} \in Y_{-i} \), \( i \neq j \) and for every \( y'_i, y''_i \in Y_i \).

In a repeated version of this setup, at every stage \( t \in \{0, 1, 2, \ldots\} \), each player, \( P_i \), selects an action \( y_i(t) \in Y_i \). This selection is a function of the information available to player \( P_i \) up to stage \( t \). Both the action selection function and

\(^1\)We will henceforth refer to a pure Nash equilibrium simply as an equilibrium.
the available information depend on the underlying learning process.

B. Fictitious Play

We start with the well known Fictitious Play (FP) process [2].

Define the empirical frequency, \( q^n_k(t) \), as the percentage of stages at which player \( P_i \) has chosen the action \( y_k(t) \) up to time \( t - 1 \), i.e.,

\[
q^n_k(t) := \frac{1}{t} \sum_{\tau=0}^{t-1} I\{y_k(\tau) = y_k(t)\}
\]

where \( y_k(\cdot) \in Y_k \) is player \( P_i \)'s action at time \( k \) and \( I\{\cdot\} \) is the indicator function. Now define the empirical frequency vector for player \( P_i \) as

\[
q_k(t) := \begin{pmatrix}
q^n_{1_k} \\
q^n_{2_k} \\
\vdots \\
q^n_{|Y_k|_k}
\end{pmatrix}
\]

where \(|Y_k|\) is the cardinality of the action set \( Y_k \).

The action of player \( P_i \) at time \( t \) is based on the (incorrect) presumption that other players are playing randomly and independently according to their empirical frequencies. Under this presumption, the expected utility for the action \( y_k(t) \) is

\[
U_i(y_k(t), q_{-i}(t)) := \sum_{y_{-i} \in Y_{-i}} U_i(y_k(t), y_{-i}) \prod_{y_{-j} \in Y_{-j}} q^n_k(t),
\]

where \( q_{-i}(t) := \{q_1(t), \ldots, q_{-i-1}(t), q_{-i+1}(t), \ldots, q_t(t)\} \) and \( Y_{-i} := \times_{j \neq i} Y_j \). In the FP process, player \( P_i \) uses this expected utility by selecting an action at time \( t \) from the set

\[
BR_i(q_{-i}(t)) := \{\bar{y}_k(t) \in Y_k : U_i(\bar{y}_k(t), q_{-i}(t)) = \max_{y_k(t) \in Y_k} U_i(y_k(t), q_{-i}(t))\}.
\]

The set \( BR_i(q_{-i}(t)) \) is called player \( P_i \)'s best response to \( q_{-i}(t) \). In case of a non-unique best response, player \( P_i \) makes a random selection from \( BR_i(q_{-i}(t)) \).

It is known that the empirical frequencies generated by FP converge to a Nash equilibrium in potential games [30].

Note that FP as described above requires each player to observe the actions made by every other individual player. Moreover, choosing an action based on the predictions \( (2) \) amounts to enumerating all possible joint actions in \( \times Y_j \) at every stage for each player. Hence, FP is computationally prohibitive as a decision making model in large-scale games.

C. JSFP

In JSFP, each player tracks the empirical frequencies of the joint actions of all other players. In contrast to FP, the action of player \( P_i \) at time \( t \) is based on the (still incorrect) presumption that other players are playing randomly but jointly according to their joint empirical frequencies, i.e., each player views all other players as a collective group.

Let \( \tilde{y}^n(t) \) be the percentage of stages at which all players chose the joint action profile \( \tilde{y} \in Y \) up to time \( t - 1 \), i.e.,

\[
\tilde{y}^n(t) := \frac{1}{t} \sum_{\tau=0}^{t-1} I\{y(\tau) = \tilde{y}\}.
\]

Let \( z(t) \) denote the empirical frequency vector formed by the components \( \{z^n_p(t)\}_{p \in Y} \). Note that the dimension of \( z(t) \) is the cardinality \(|Y|\).

Similarly, let \( \tilde{y}^{n-1}_i(t) \) be the percentage of stages at which players other then player \( P_i \) have chosen the joint action profile \( \bar{y}_{-i} \in Y_{-i} \) up to time \( t - 1 \), i.e.,

\[
z^{n-1}_i(t) := \frac{1}{t} \sum_{\tau=0}^{t-1} I\{y_{-i}(\tau) = \bar{y}_{-i}\},
\]

where, given \( z(t) \), can also be expressed as

\[
z^n_i(t) = \sum_{y_{-i} \in Y_{-i}} z^n(\tilde{y}_i, y_{-i})(t).
\]

Let \( z_{-i}(t) \) denote the empirical frequency vector formed by the components \( \{z^n_p(t)\}_{p \in Y_{-i}} \). Note that the dimension of \( z_{-i}(t) \) is the cardinality \(|\times_{j \neq i} Y_j|\).

Similarly to FP, player \( P_i \)'s action at time \( t \) is based on an expected utility for the action \( \tilde{y}_k \in Y_k \), but now based on the joint action model of opponents given by

\[
U_i(\tilde{y}_k, z_{-i}(t)) := \sum_{y_{-i} \in Y_{-i}} U_i(\tilde{y}_k, y_{-i}) z^n_{-i}(t),
\]

In the JSFP process, player \( P_i \) uses this expected utility by selecting an action at time \( t \) from the set

\[
BR_i(z_{-i}(t)) := \{\tilde{y}_k(t) \in Y_k : U_i(\tilde{y}_k(t), z_{-i}(t)) = \max_{y_k(t) \in Y_k} U_i(y_k(t), z_{-i}(t))\}.
\]

Note that the utility as expressed in \( (5) \) is linear in \( z_{-i}(t) \).

When written in this form, JSFP appears to have a computational burden for each player that is even higher than that of FP, since tracking the empirical frequencies \( z_{-i}(t) \in \Delta(Y_{-i}) \) of the joint actions of the other players is more demanding for player \( P_i \) than tracking the empirical frequencies \( q_{-i}(t) \in \times_{j \neq i} \Delta(Y_j) \) of the actions of the other players individually, where \( \Delta(Y) \) denotes the set of probability distributions on a finite set \( Y \). However, it is possible to rewrite JSFP to significantly reduce the computational burden on each player.

To choose an action at any time, \( t \), player \( P_i \) using JSFP needs only the predicted utilities \( U_i(\tilde{y}_k, z_{-i}(t)) \) for each \( \tilde{y}_k(t) \in Y_k \). Substituting \( (4) \) into \( (5) \) results in

\[
U_i(\tilde{y}_k(t), z_{-i}(t)) = \frac{1}{t} \sum_{\tau=0}^{t-1} U_i(\tilde{y}_k(t), y_{-i}(\tau))
\]

which is the average utility player \( P_i \) would have received if action \( \bar{y}_k \) had been chosen at every stage up to time \( t - 1 \) and other players used the same actions. Let \( U^p_i(t) := U_i(\bar{y}_k, z_{-i}(t)) \). This average utility, \( U^p_i(t) \), admits the following simple recursion

\[
U^p_i(t + 1) = \frac{t}{t + 1} U^p_i(t) + \frac{1}{t + 1} U_i(\bar{y}_k, y_{-i}(\tau)).
\]

Note that we use the same notation for the related quantities \( U(\tilde{y}_i, y_{-i}) \), \( U(\tilde{y}_k, z_{-i}) \), and \( U(\tilde{y}_k, z_{-i}) \), where the latter two are derived from the first as defined in \( (2) \) and \( (5) \), respectively.
The important implication is that JSFP dynamics can be implemented without requiring each player to track the empirical frequencies of the joint actions of the other players and without requiring each player to compute an expectation over the space of the joint actions of all other players. Rather, each player using JSFP merely updates the predicted utilities for each available action using the recursion above, and chooses an action each stage with maximal predicted utility.

An interesting feature of JSFP is that each strict Nash equilibrium has an “absorption” property as summarized in Proposition 2.1.

**Proposition 2.1:** In any finite n-person game, if at any time $t > 0$, the joint action $y(t)$ generated by a JSFP process is a strict Nash equilibrium, then $y(t + \tau) = y(t)$ for all $\tau > 0$.

**Proof:** For each player $i$, if at any time $t > 0$, the joint action $y(t)$ generated by a JSFP process is a strict Nash equilibrium, then $y(t + \tau) = y(t)$ for all $\tau > 0$.

Since $y(t)$ is a strict Nash equilibrium, we know that for all actions $y_i \in Y_i$,

$$U_i(y_i(t), z_{-i}(t)) \geq U_i(y_i, z_{-i}(t)).$$

By writing $z_{-i}(t + 1)$ in terms of $z_{-i}(t)$ and $y_{-i}(t)$

$$U_i(y_i(t), z_{-i}(t + 1)) = \frac{t}{t + 1}U_i(y_i(t), z_{-i}(t)) + \frac{1}{t + 1}U_i(y_i(t), y_{-i}(t)).$$

Therefore, $y_i(t)$ is the only best response to $z_{-i}(t + 1)$, i.e., for all $y_i \in Y_i \setminus y_i(t)$

$$U_i(y_i(t), z_{-i}(t + 1)) > U_i(y_i, z_{-i}(t + 1)).$$

A strict Nash equilibrium need not possess this absorption property in general for standard FP when there are more than two players.3

The convergence properties, even for potential games, of JSFP in the case of more than two players is unresolved.4 We will establish convergence of JSFP in the case where players use some sort of inertia, i.e., players are reluctant to switch to a better action.

**D. JSFP With Inertia**

The **JSFP with inertia** process is defined as follows. Players choose their actions according to the following rules:

**JSFP-1:** If the action $y_i(t - 1)$ chosen by player $P_i$ at time $t - 1$ belongs to $BR_i(z_{-i}(t))$, then $y_i(t) \equiv y_i(t - 1)$.

To see this, consider the following 3 player identical interest game. For all $P_i \in P$, let $Y_i = \{a, b\}$. Let the utility be defined as follows: $U(a, b, a) = U(b, a, a) = 1$, $U(a, a, a) = U(b, a, b) = 0$, $U(a, a, b) = U(b, b, b) = 1$, $U(a, b, b) = -1$, $U(b, b, a) = -100$. Suppose the first action played is $y(1) = \{a, a, a\}$. In the FP process each player will seek to deviate in the ensuing stage, $y(2) = \{b, b, b\}$. The joint action $\{b, b, a\}$ is a strict Nash equilibrium. One can easily verify that the ensuing action in a FP process will be $y(3) = \{a, b, a\}$. Therefore, a strict Nash equilibrium is not absorbing in the FP process with more than 2 players.

**JSFP-2:** Otherwise, player $P_i$ chooses an action, $y_i(t)$, at time $t$ according to the probability distribution

$$\alpha_i(t)\beta_i(t) + (1 - \alpha_i(t))\psi_i(t),$$

where $\alpha_i(t)$ is a parameter representing player $P_i$’s willingness to optimize at time $t$, $\beta_i(t) \in \Delta(Y_i)$ is any probability distribution whose support is contained in the set $BR_i(z_{-i}(t))$, and $\psi_i(t-1)$ is the probability distribution with full support on the action $y_i(t - 1)$, i.e.,

$$\psi_i(t-1) = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}$$

where the “1” occurs in the coordinate of $\Delta(Y_i)$ associated with $y_i(t - 1)$.

According to these rules, player $P_i$ will stay with the previous action $y_i(t - 1)$ with probability $1 - \alpha_i(t)$ even when there is a perceived opportunity for utility improvement. We make the following standing assumption on the players’ willingness to optimize.

**Assumption 2.1:** There exist constants $\varepsilon$ and $\varepsilon$ such that for all time $t \geq 0$ and for all players $P_i \in P$

$$0 < \varepsilon < \alpha_i(t) < \varepsilon < 1.$$ This assumption implies that players are always willing to optimize with some nonzero inertia.

The following result shows a similar absorption property of pure Nash equilibria in a JSFP with inertia process.

**Proposition 2.2:** In any finite n-person game, if at any time $t > 0$ the joint action $y(t)$ generated by a JSFP with inertia process is 1) a pure Nash equilibrium and 2) the action $y_i(t) \in BR_i(z_{-i}(t))$ for all players $P_i \in P$, then $y(t + \tau) = y(t)$ for all $\tau > 0$.

We will omit the proof of Proposition 2.2 as it follows very closely to the proof of Proposition 2.1.

**E. Convergence to Nash Equilibrium**

The following establishes the main result regarding the convergence of JSFP with inertia.

We will assume that no player is indifferent between distinct strategies.

**Assumption 2.2:** Player utilities satisfy the following: for all players $P_i \in P$, actions $y^1_i, y^2_i \in Y_i$, $y^1_i \neq y^2_i$, and joint actions $y_{-i} \in Y_{-i}$

$$U_i(y^1_i, y_{-i}) \neq U_i(y^2_i, y_{-i}).$$

**Theorem 2.1:** In any finite generalized ordinal potential game in which no player is indifferent between distinct strategies as in

3This assumption can be relaxed to holding for sufficiently large $t$, as opposed to all $t$.

6One could alternatively assume that all pure equilibria are strict.
Assumption 2.2, the action profiles $y(t)$ generated by JSFP with inertia under Assumption 2.1 converge to a pure Nash equilibrium almost surely.

We provide a complete proof of Theorem 2.1 in the Appendix. We encourage the reader to first review the proof of fading memory JSFP with inertia in Theorem 3.1 of the following section.

### III. Fading Memory JSFP With Inertia

We now analyze the case where players view recent information as more important. In fading memory JSFP with inertia, players replace true empirical frequencies with weighted empirical frequencies defined by the recursion

$$z^{	ext{w}_i}(t) := (1 - \rho)z^{	ext{w}_i}(t - 1) + \rho I \{ y(t) \neq y(t - 1) \}$$

for all times $t \geq 1$ where $0 < \rho \leq 1$ is a parameter with $1 - \rho$ being the discount factor. Let $z(t)$ denote the weighted empirical frequency vector formed by the components \{$z^{	ext{w}_i}(t)$\}, $i = 1, \ldots, n$. Note that the dimension of $z(t)$ is the cardinality $N(N - 1)$.

One can identify the limiting cases of the discount factor. When $\rho = 1$ we have "Cournot" beliefs, where only the most recent information matters. In the case when $\rho$ is not a constant, but rather $\rho(t) = 1/t$, all past information is given equal importance as analyzed in Section II.

Utility prediction and action selection with fading memory are done in the same way as in Section II, and in particular, in accordance with rules JSFP-1 and JSFP-2. To make a decision, player $P_i$ needs only the weighted average utility that would have been received for each action, which is defined for action $y_i \in Y_i$ as

$$\tilde{U}_i^B(t) := U_i(y_i, z(t)) = \sum_{y \in Y} U_i(y, y_i) \frac{[R^B_i(t)]^+}{\sum_{y \in Y} [R^B_i(t)]^+}.$$
for all players.\footnote{To see this, notice that at time $t+T$, the weighted empirical frequencies are equal to \( \hat{z}_{-i}(t+T) = (1 - (1-\rho)^T) \mathbf{y}_{-i}^T + (1-\rho)^T \hat{z}_{-i}(t) \). Therefore, when $T$ is sufficiently large, the best response set, $BR_i(\hat{z}_{-i}(t+T))$, does not depend on the old weighted empirical frequencies, $\hat{z}_{-i}(t)$. Furthermore, note that this sufficiently large time $T$ is independent of $t$. Since no player is indifferent between distinct strategies, the best response to the current action profile, $BR_i(y_{-i}^{\infty})$, is a singleton.} The probability of such an event is at least $(1 - \frac{a}{n}(T-1))$, where $\eta$ is the number of players. If the joint action $y$ is an equilibrium, then by Proposition 3.1 we are done. Otherwise, there must be at least one player $P_i(t) \in \mathcal{P}$ such that $y_i^{\infty} \not\in BR_i(y_{i}^{\infty})$ and hence $y_i^{\infty} \not\in BR_i(\hat{z}_{-i}(t+T))$.

Consider now the event that, at time $t + T$, exactly one player switches to a different action, i.e., $y_i(t+T) = \ldots = y_i(t + 2T - 1) = y_i^1$, then $BR_i(\hat{z}_{-i}(t + 2T)) = BR_i(y_i^{\infty})$ for all players. The probability of such an event is at least $(1 - \frac{a}{n}(T-1))$. If the joint action $y$ is an equilibrium, then by Proposition 3.1, we are done. Otherwise, there must be at least one player $P_i(t+2) \in \mathcal{P}$ such that $y_i(t+2) \not\in BR_i(y_i^1(t+2))$ and hence $y_i(t+2) \not\in BR_i(\hat{z}_{-i}(t+2)(t+2T))$.

One can repeat the arguments above to construct a sequence of profiles $y_i^1, y_i^2, \ldots, y_i^m$, where $y_i^k = (y_{i}(k), y_{-i}(k))$ for all $k \geq 1$, with the property that $\phi(y_i^1) < \phi(y_i^2) < \ldots < \phi(y_i^m)$ and $y_i^m$ is an equilibrium. This means that given $\{ \hat{z}_{-i}(t) \}_{t=1}^{\infty}$, there exist constants

\[ T = (|Y| + 1)T > 0 \]
\[ \epsilon = \left( \frac{a}{n} \right)^{|Y|} \left( (1-\frac{a}{n}(T-1)) \right)^{|Y|+1} > 0 \]
both of which are independent of $t$, such that the following event happens with probability at least $\hat{z}_{-i}(t+T)$ is an equilibrium.

A congestion game is an equilibrium, then by Proposition 3.1, we are done. Otherwise, there must be at least one player $P_i(t) \in \mathcal{P}$ such that $y_i(t+T) \not\in BR_i(y_{i}^{\infty})$ and hence $y_i(t+T) \not\in BR_i(\hat{z}_{-i}(t+T))$ for all players $P_i \in \mathcal{P}$. This implies that $y_i(t)$ converges to a pure equilibrium almost surely.

IV. CONGESTION GAMES AND DISTRIBUTED TRAFFIC ROUTING

In this section, we illustrate the main results on congestion games, which are a special case of the generalized ordinal potential games addressed in Theorems 2.1 and 3.1. We first recall the definition of player utilities that constitute a congestion game. We illustrate these results on a simulation of distributed traffic routing. We go on to discuss how to modify player utilities in distributed traffic routing to allow a centralized planner to achieve a desired collective objective through distributed learning.

A. Congestion Games

Congestion games are a specific class of games in which player utility functions have a special structure. In order to define a congestion game, we must specify the action set, $Y_i$, and utility function, $U_i(\cdot)$, of each player. Towards this end, let $\mathcal{R}$ denote a finite set of "resources." For each resource $r \in \mathcal{R}$, there is an associated "congestion function"

\[ c_r : \{0,1,2,\ldots\} \rightarrow \mathbb{R} \]
that reflects the cost of using the resource as a function of the number of players using that resource.

The action set, $Y_i$, of each player, $P_i$, is defined as the set of resources available to player $P_i$, i.e.,

\[ Y_i \subset 2^\mathcal{R} \]

where $2^\mathcal{R}$ denotes the set of subsets of $\mathcal{R}$. Accordingly, an action, $y_i \in Y_i$, reflects a selection of (multiple) resources, $y_i \subset \mathcal{R}$. A player is "using" resource $r$ if $r \in y_i$. For an action profile $y \in Y_1 \times \cdots \times Y_n$, let $\sigma_i(y)$ denote the total number of players using resource $r$, i.e., $\{ i : r \in y_i \}$. In a congestion game, the utility of player $P_i$ using resources indicated by $y_i$ depends only on the total number of players using the same resources. More precisely, the utility of player $P_i$ is defined as

\[ U_i(y) = - \sum_{r \in y_i} c_r(\sigma_r(y)). \quad (8) \]

The negative sign stems from $c_r(\cdot)$ reflecting the cost of using a resource and $U_i(\cdot)$ reflecting a utility or reward function. Any congestion game with utility functions as in (8) is a potential game [6].\footnote{In fact, every congestion game is a potential game and every finite potential game is isomorphic to a congestion game [30].}

A congestion game can be generalized further by allowing player utilities to include player specific attributes [31]. For example, each player may have a personal preference over resources, in which case player utilities take the form

\[ U_i(y) = - \sum_{r \in y_i} (c_r(\sigma_r(y)) + f_{r,i}) \]

where $-f_{r,i}$ is the fixed utility player $P_i$ receives for using resource $r$. Congestion games of this form are also potential games [31].

B. Distributed Traffic Routing

We consider a simple scenario with 100 players (drivers) seeking to traverse from node A to node B along 10 different parallel roads as illustrated in Fig. 1. Each driver can select any road as a possible route. In terms of congestion games, the set of resources is the set of roads, $\mathcal{R}$, and each player can select one road, i.e., $Y_i = \mathcal{R}$.
where $k$ represent the number of vehicles on that particular road. The actual coefficients are unimportant as we are just using this example as an opportunity to illustrate the convergence properties of the algorithm fading memory JSFP with inertia. This cost function may represent the delay incurred by a driver as a function of the number of other drivers sharing the same road.

We simulated a case where drivers choose their initial routes randomly, and every day thereafter, adjusted their routes using fading memory JSFP with inertia. The parameters $\alpha(t)$ are chosen as 0.5 for all days and all players, and the fading memory parameter $\rho$ is chosen as 0.03. The number of vehicles on each road fluctuates initially and then stabilizes at a Nash equilibrium as illustrated in Fig. 2. Fig. 3 illustrates the evolution of the congestion cost on each road. One can observe that the congestion cost on each road converges approximately to the same value, which is consistent with a Nash equilibrium with large number of drivers. This behavior resembles an approximate “Wardrop equilibrium” [32], which represents a steady-state situation in which the congestion cost on each road is equal due to the fact that, as the number of drivers increases, the effect of an individual driver on the traffic conditions becomes negligible.

Note that FP could not be implemented even on this very simple congestion game. A driver using FP would need to track the empirical frequencies of the choices of the 99 other drivers and compute an expected utility evaluated over a probability space of dimension $1^{99}$.

It turns out that both JSFP and fading memory JSFP are strongly connected to actual driver behavioral models. Consider the driver adjustment process considered in [8] which is illustrated in Fig. 4. The adjustment process highlighted is precisely JSFP with Inertia.

C. Incorporating Tolls to Minimize the Total Congestion

It is well known that a Nash equilibrium may not minimize the total congestion experienced by all drivers [33]. In this section, we show how a global planner can minimize the total congestion by implementing tolls on the network. The results are applicable to general congestion games, but we present the approach in the language of distributed traffic routing.

The total congestion experienced by all drivers on the network is

$$T_c(y) := \sum_{r \in R} \sigma_r(y) \rho_r \left( \sigma_r(y) \right).$$
Define a new congestion game where each driver’s utility takes the form

\[ U_i(y) = -\sum_{r \in Y_i} (c_r(\sigma_r(y)) + t_r(\sigma_r(y))) \]

where \( t_r(\cdot) \) is the toll imposed on road \( r \) which is a function of the number of users of road \( r \).

The following proposition outlines how to incorporate tolls so that the minimum congestion solution is a Nash equilibrium. The approach is similar to the taxation approaches for nonatomic congestion games proposed in [31], [34].

**Proposition 4.1:** Consider a congestion game of any network topology. If the imposed tolls are set as

\[ t_r(k) = (k - 1)[c_r(k) - c_r(k - 1)], \quad \forall k \geq 1 \]

then the total negative congestion experienced by all drivers, \( \phi_c(y) = -T_c(y) \), is a potential function for the congestion game with tolls.

**Proof:** Let \( y^1 = \{y_i^1, y_{-i}^1\} \) and \( y^2 = \{y_i^2, y_{-i}\} \). We will use the shorthand notation \( \sigma_r^{y^j} \) to represent \( \sigma_r(y^j) \). The change in utility incurred by the \( i \)th driver in changing from route \( y_i^j \) to route \( y_i^j \) is

\[ U_i(y^1) - U_i(y^2) = -\sum_{r \in Y_i^1} \left[ (c_r(\sigma_r^{y^1}) + t_r(\sigma_r^{y^1})) - (c_r(\sigma_r^{y^2}) + t_r(\sigma_r^{y^2})) \right] \]

The change in the total negative congestion from the joint action \( y^2 \) to \( y^1 \) is

\[ \phi_c(y^1) - \phi_c(y^2) = -\sum_{r \in (Y^1 \cap Y^2)} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = 0 \]

Since

\[ \sum_{r \in (Y^1 \cap Y^2)} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = 0 \]

the change in the total negative congestion is

\[ \phi_c(y^1) - \phi_c(y^2) = -\sum_{r \in Y^1 \setminus Y^2} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] - \sum_{r \in Y^2 \setminus Y^1} \left[ (\sigma_r^{y^2} c_r(\sigma_r^{y^2}) - \sigma_r^{y^1} c_r(\sigma_r^{y^1})) \right] \]

Expanding the first term, we obtain

\[ \sum_{r \in Y^1 \setminus Y^2} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = \sum_{r \in Y^1 \setminus Y^2} \left[ c_r(\sigma_r^{y^1}) - (\sigma_r^{y^1} - 1) c_r (\sigma_r^{y^1} - 1) \right] \]

\[ = \sum_{r \in Y^1 \setminus Y^2} \left[ c_r(\sigma_r^{y^1}) + t_r(\sigma_r^{y^1}) \right] \]

Therefore

\[ \phi_c(y^1) - \phi_c(y^2) = -\sum_{r \in Y^1 \setminus Y^2} \left[ c_r(\sigma_r^{y^1}) + t_r(\sigma_r^{y^2}) \right] - \sum_{r \in Y^2 \setminus Y^1} \left[ c_r(\sigma_r^{y^2}) + t_r(\sigma_r^{y^2}) \right] \]

\[ = U_i(y^1) - U_i(y^2). \]

By implementing the tolling scheme set forth in Proposition 4.1, we guarantee that all action profiles that minimize the total congestion experienced on the network are equilibria of the congestion game with tolls. However, there may be additional equilibria at which an inefficient operating condition can still occur. The following proposition establishes the uniqueness of a strict Nash equilibrium for congestion games on parallel network topologies such as the one considered in this example.

**Proposition 4.2:** Consider a congestion game with nondecreasing congestion functions where each driver is allowed to change in the total negative congestion from the joint action \( y^2 \) to \( y^1 \) is

\[ \phi_c(y^1) - \phi_c(y^2) = -\sum_{r \in (Y^1 \cap Y^2)} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = 0 \]

Since

\[ \sum_{r \in (Y^1 \cap Y^2)} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = 0 \]

the change in the total negative congestion is

\[ \phi_c(y^1) - \phi_c(y^2) = -\sum_{r \in Y^1 \setminus Y^2} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] - \sum_{r \in Y^2 \setminus Y^1} \left[ (\sigma_r^{y^2} c_r(\sigma_r^{y^2}) - \sigma_r^{y^1} c_r(\sigma_r^{y^1})) \right] \]

Expanding the first term, we obtain

\[ \sum_{r \in Y^1 \setminus Y^2} \left[ (\sigma_r^{y^1} c_r(\sigma_r^{y^1}) - \sigma_r^{y^2} c_r(\sigma_r^{y^2})) \right] = \sum_{r \in Y^1 \setminus Y^2} \left[ c_r(\sigma_r^{y^1}) - (\sigma_r^{y^1} - 1) c_r (\sigma_r^{y^1} - 1) \right] \]

\[ = \sum_{r \in Y^1 \setminus Y^2} \left[ c_r(\sigma_r^{y^1}) + t_r(\sigma_r^{y^1}) \right] \]

Since \( y^1 \) and \( y^2 \) are equilibrium with \( y^1 \) being strict

\[ c_a(\sigma_a^{y^1}) > c_r(\sigma_r^{y^1} + 1), \quad \forall r \in \mathcal{R} \]

\[ c_b(\sigma_b^{y^2}) > c_r(\sigma_r^{y^2} + 1), \quad \forall r \in \mathcal{R} \]

Using the above inequalities, we can show that

\[ c_a(\sigma_a^{y^1}) \geq c_a(\sigma_a^{y^1} + 1) \geq c_r(\sigma_r^{y^1} + 1) \]

which gives us a contradiction. Therefore \( \sigma(y^1) = \sigma(y^2) \). Since \( y^1 \) is a strict equilibrium, then \( y^2 \) must be a strict equilibrium as well.

When the tolling scheme set forth in Proposition 4.1 is applied to the congestion game example considered previously, the resulting congestion game with tolls is a potential game in which no player is indifferent between distinct strategies. Proposition 4.1 guarantees us that the action profiles that minimize the total congestion experienced by all drivers on the network are
in fact strict equilibria of the congestion game with tolls. Furthermore, if the new congestion functions are nondecreasing,\footnote{Simple conditions on the original congestion functions can be established to guarantee that the new congestion functions, i.e., congestion plus tolls, are nondecreasing.} then by Proposition 4.2, all strict equilibria must have the same aggregate vehicle distribution over the network, and therefore must minimize the total congestion experienced by all drivers on the network. Therefore, the action profiles generated by fading memory JSFP with inertia converge to an equilibrium that minimizes the total congestion experienced by all users, as shown in Fig. 5.

### D. Distributed Traffic Routing—General Network Topology

In this section, we will simulate the learning algorithm fading memory JSFP with inertia over a more general network topology.

Consider a congestion game with a 100 players seeking to traverse through a common network encompassing 20 different resources or roads denoted by $R$. Now, an action for each player consists of multiple resources, i.e., $Y_i \subset 2^R$. Each player’s action set consists of 20 different actions chosen randomly over the set $2^R$. Each road has a quadratic cost function with positive (randomly chosen) coefficients

$$c_i(k) = a_ik^2 + b_ik + c_i, \quad i = 1, \ldots, 20$$

where $k$ represent the number of vehicles on that particular road. This setup can be used to model a variety of network topologies. In such a setting, a player’s action sets would consist of all routes, or set of resources/roads, connecting his origin and destination.

We simulated a case where drivers choose their initial routes randomly, and every day thereafter, adjusted their routes using fading memory JSFP with inertia. The parameters $\alpha_i(t)$ are chosen as 0.5 for all days and all players, and the fading memory parameter $\rho$ is chosen as 0.5. The number of vehicles on each road fluctuates initially and then stabilizes as illustrated in Fig. 6. The final routing profile is a Nash equilibrium.

### V. Conclusion

We have analyzed the long-term behavior of a large number of players in large-scale games where players are limited in both their observational and computational capabilities. In particular, we analyzed a version of JSFP and showed that it accommodates inherent player limitations in information gathering and processing. Furthermore, we showed that JSFP has guaranteed convergence to a pure Nash equilibrium in all generalized ordinal potential games, which includes but is not limited to all congestion games, when players use some inertia either with or without exponential discounting of the historical data. The methods were illustrated on a transportation congestion game, in which a large number of vehicles make daily routing decisions to optimize their own objectives in response to the aggregate congestion on each road of interest. An interesting continuation of this research would be the case where players observe only the actual utilities they receive.

The method of proof of Theorems 2.1 and 3.1 relies on inertia to derive a positive probability of a single player seeking to make a utility improvement, thereby increasing the potential function. This suggests a convergence rate that is exponential in the game size, i.e., number of players and actions. It should be noted that inertia is simply a proof device that assures convergence for generic potential games. The proof provides just one out of multiple paths to convergence. The simulations reflect that convergence can be much faster. Indeed, simulations suggest that convergence is possible even in the absence of inertia but not necessarily for all potential games. Furthermore, recent work [35] suggests that convergence rates of a broad class of distributed learning processes can be exponential in the game size as well, and so this seems to be a limitation in the framework of distributed learning rather than any specific learning process (as opposed to centralized algorithms for computing an equilibrium). An important research direction involves characterizing the convergence rates for general multi-agent learning algorithms such as JSFP.
APPENDIX

A. Proof of Theorem 2.1

The appendix is devoted to the proof of Theorem 2.1. It will be helpful to note the following simple observations:
1) The expression for \( U_i(y^t; z_i(t)) \) in (5) is linear in \( z_i(t) \).
2) If an action profile, \( y^0 \in Y \), is repeated over the interval \([t, t + N - 1]\), i.e.,
\[
y(t) = y(t + 1) = \ldots = y(t + N - 1) = y^0
\]
then \( z(t + N) \) can be written as
\[
z(t + N) = \frac{t}{t + N} z(t) + \frac{N}{t + N} y^0
\]
and likewise \( z_i(t + N) \) can be written as
\[
z_i(t + N) = \frac{t}{t + N} z_i(t) + \frac{N}{t + N} y^0_i
\]

We begin by defining the quantities \( \delta_t(t) \), \( M_u \), \( m_u \), and \( \gamma \) as follows. Assume that player \( P_i \) played a best response at least one time in the period \([0, t] \), where \( t \in [0, \infty) \). Define
\[
\delta_t(t) := \min \{ 0 \leq \tau \leq t : y_k(t - \tau) \in BR_i(z_i(t - \tau)) \}
\]
In other words, \( t - \delta_t(t) \) is the last time in the period \([0, t] \) at which player \( P_i \) played a best response. If player \( P_i \) never played a best response in the period \([0, t] \), then we adopt the convention \( \delta_t(t) = \infty \). Note that
\[
y_k(t - \tau) = y_k(t), \forall \tau \in \{0, 1, \ldots, \min \{ \delta_t(t), t \} \}.
\]
Now define
\[
M_u := \max \{ U_i(y^1) - U_j(y^2) : y^1, y^2 \in Y, P_j \in P \}
\]
\[
m_u := \min \{ U_i(y^1) - U_j(y^2) : U_i(y^1) > U_j(y^2) > 0 \}
\]
\[
\gamma := \lceil \frac{M_u}{m_u} \rceil
\]
where \( \lceil \cdot \rceil \) denotes integer ceiling.

The proof of fading memory JSFP with inertia relied on a notion of memory dominance. This means that if the current action profile is repeated a sufficient number of times (finite and independent of time) then a best response to the weighted empirical frequencies is equivalent to a best response to the current action profile and hence will increase the potential provided that there is only a unique deviator. This will always happen with at least a fixed (time independent) probability because of the players’ inertia.

In the non-discounted case the memory dominance approach will not work for the reason that the probability of dominating the memory because of the players’ inertia diminishes with time. However, the following claims show that one does not need to dominate the entire memory, but rather just the portion of time for which the player was playing a suboptimal action. By dominating this portion of the memory, one can guarantee that a unilateral best response to the empirical frequencies will increase the potential. This is the fundamental idea in the proof of Theorem 2.1.

Claim 6.1. Consider a player \( P_i \) with \( \delta_i(t) < \infty \). Let \( t_1 \) be any finite integer satisfying
\[
t_1 \geq \gamma \delta_i(t).
\]
If an action profile, \( y^0 \in Y \), is repeated over the interval \([t, t + t_1]\), i.e.,
\[
y(t) = y(t + 1) = \ldots = y(t + t_1) = y^0
\]
then
\[
y_k(t + t_1) \in BR_i(z_i(t + t_1 + 1)) \Rightarrow U_i(y_k^0, y^0) \geq U_i(y_k^0, y^0_i)
\]
i.e., player \( P_i \)’s best response at time \( t + t_1 + 1 \) cannot be a worse response to \( y^0_i \) than \( y^0 \).

Proof: Since \( y_k^0 \in BR_i(z_i(t + t_1 + 1)) \),
\[
U_i(y_k^0, z_i(t + t_1 + 1)) \geq U_i(y_k^0, z_i(t + t_1 + 1)) \geq 0.
\]
Expressing \( z_i(t + t_1 + 1) \) as a summation over the intervals \([0, t - \delta_i(t) - 1], [t - \delta_i(t), t - 1], \) and \([t, t + t_1 + 1] \) using the definition (5) leads to
\[
(t - \delta_i(t)) \left[ U_i(y_k^0, z_i(t - \delta_i(t))) - U_i(y^0_i, z_i(t - \delta_i(t))) \right] + \sum_{\tau = t - \delta_i(t)}^{t - 1} \left[ U_i(y_k^0, y_{-i}(\tau)) - U_i(y^0_i, y_{-i}(\tau)) \right] + (t_1 + 1) \left[ U_i(y_k^0, y^0_i) - U_i(y^0_i, y^0_i) \right] \geq 0.
\]
Now
\[
y_k(t - \delta_i(t)) = y_k(t - \delta_i(t) + 1) = \ldots = y_k(t) = y^0_k
\]
and \( y_k^0 \in BR_i(z_i(t - \delta_i(t))) \), meaning that the first term above is negative, and so
\[
\sum_{\tau = t - \delta_i(t)}^{t - 1} \left[ U_i(y_k^0, y_{-i}(\tau)) - U_i(y^0_i, y_{-i}(\tau)) \right] + (t_1 + 1) \left[ U_i(y_k^0, y^0_i) - U_i(y^0_i, y^0_i) \right] \geq 0.
\]
This implies that
\[
\left[ U_i(y_k^0, y^0_i) - U_i(y_k^0, y^0_i) \right] \geq - \frac{M_u \delta_i(t)}{t_1 + 1} > -m_u
\]
or, alternatively
\[
\left[ U_i(y_k^0, y^0_i) - U_i(y_k^0, y^0_i) \right] < m_u.
\]
If the quantity in brackets were positive, this would violate the definition of \( m_u \), unless \( y_k^0 = y^0_i \). In either case
\[
U_i(y_k^0, y^0_i) > U_i(y_k^0, y^0_i) \geq 0.
\]
There are certain action profile/empirical frequency values where the next play is "forced". Define the time-dependent (forced-move) set $\mathcal{F}(t) \subset Y \times \Delta(Y)$ as

$$
(\bar{y}_i, \bar{z}) \in \mathcal{F}(t) \iff \bar{y}_i \in BR_i \left( \frac{t}{t+1} \cdot \frac{z_i}{t+1} \cdot \bar{y}_{-i} \right), \quad \forall i \in \{1, \ldots, n\}.
$$

So the condition $(y(t), z(t)) \in \mathcal{F}(t)$ implies that for all $i$, "today's" action necessarily lies in "tomorrow's" best response, i.e.,

$$
y_i(t) \in BR_i(z_{-i}(t+1)),
$$

By the rule JSFP-1, the next play $y(t+1) = y_i(t)$ is forced for all $i \in \{1, \ldots, N\}$.

Now define

$$
\pi(t; y(t), z(t)) := \min_{\sigma \geq 0} \{ \gamma(\pi(t)+\gamma, z(t)+\gamma) \} \notin \mathcal{F}(t+1).
$$

If this is never satisfied, then set $\pi(t; y(t), z(t)) = \infty$.

For the sake of notational simplicity, we will drop the explicit dependence on $y(t)$ and $z(t)$ and simply write $\pi(t)$ instead of $\pi(t; y(t), z(t))$.

A consequence of the definition of $\pi(t)$ is that for a given $y(t)$ and $z(t)$, 1) $y(t)$ must be repeated over the interval $[t, t + \pi(t)]$. Furthermore, at time $t + \pi(t) + 1$, at least one player can improve (over yet another repeated play of $y(t)$) by playing a best response at time $t + \pi(t) + 1$. Furthermore, the probability that exactly one player will switch to a best response action at time $t + \pi(t) + 1$ is at least $\varepsilon(1 - \varepsilon)^{n-1}$.

The following claim shows that this improvement opportunity remains even if $y(t)$ is repeated for longer than $\pi(t)$ (because of inertia).

Claim 6.2: Let $y(t)$ and $z(t)$ be such that $\pi(t) < \infty$. Let $t_1$ be any integer satisfying $\pi(t) \leq t_1 < \infty$. If

$$
y(t) = y(t+1) = \ldots = y(t+\pi(t)) = \ldots = y(t+t_1)
$$

then

$$
y_i(t) \notin BR_i(z_{-i}(t+1) + 1), \quad \text{for some } i \in \{1, \ldots, n\}.
$$

Proof: Let $i \in \{1, \ldots, n\}$ be such that

$$
y_i(t) \notin BR_i(z_{-i}(t+\pi(t)+1))
$$

and

$$
y_i(t) \in BR_i(z_{-i}(t+\pi(t)) + 1).
$$

The existence of such an $i$ is assured by the definition of $\pi(t)$. Pick $\bar{y}_i(t) \in BR_i(z_{-i}(t+\pi(t)+1))$. We have

Since $y_i(t) \in BR_i(z_{-i}(t+\pi(t)+1))$, we must have

$$
U_i(y_i(t), z_{-i}(t+\pi(t))) - U_i(y_i(t), z_{-i}(t+\pi(t)+1)) > 0.
$$

This implies

$$
U_i(y_i(t), z_{-i}(t+\pi(t)+1)) - U_i(y_i(t), z_{-i}(t+\pi(t)+1))
= \left[ U_i(y_i(t), z_{-i}(t+\pi(t))) - U_i(y_i(t), z_{-i}(t+\pi(t))) \right]
\times \frac{t + \pi(t)}{t + \pi(t) + 1}
+ \left[ U_i(y_i(t), y_{-i}(t)) - U_i(y_i(t), y_{-i}(t)) \right]
\times \frac{1}{t + \pi(t) + 1}
> 0.
$$

Claim 6.3: If, at any time, $y(t)$ is not an equilibrium, then $\pi(t) \leq \gamma t$.

Proof: Let $y^0 := y(t)$. Since $y^0$ is not an equilibrium

$$
y_i(t) \notin BR_i(y^0_{-i}), \quad \text{for some } i \in \{1, \ldots, n\}.
$$

Pick $\bar{y}_i(t) \in BR_i(y^0_{-i})$ so that $U_i(y_i(t), y^0_{-i}) - U_i(y_i(t), y^0_{-i}) > \mu_i$. If

$$
y(t) = y(t+1) = \ldots = y(t+\gamma t) = y^0
$$

then

$$
U_i(y_i(t), z_{-i}(t+\gamma t+1)) - U_i(y^0_i(t), z_{-i}(t+\gamma t+1))
= \frac{t}{t + \gamma t + 1} \left( U_i(y_i(t), z_{-i}(t)) - U_i(y^0_i(t), z_{-i}(t)) \right)
+ \frac{\gamma t}{t + \gamma t + 1} \left( U_i(y_i(t), y^0_{-i}) - U_i(y^0_i(t), y^0_{-i}) \right)
\geq \frac{-t\mu_i + (\gamma t + 1)\mu_i}{t + \gamma t + 1}
\geq 0.
$$

Claim 6.4: Consider a finite generalized ordinal potential game with a potential function $\phi(\cdot)$ with player utilities satisfying Assumption 2.2. For any time $t \geq 0$, suppose that

1) $y(t)$ is not an equilibrium; and

2) $\max_{1 \leq i \leq n} \delta_i(t) \leq \delta$ for some $\delta \leq t$.

Define

$$
\psi(t) := 1 + \max_{1 \leq i \leq n} \{ \pi(t), \gamma \delta \}.
$$

Then $\psi(t) \leq 1 + \gamma t$ and

$$
\Pr[\phi(y(t+\psi(t))) > \phi(y(t))] y(t), z(t) \geq \varepsilon(1 - \varepsilon)^{\gamma(1+\gamma \delta)-1}
$$

and

$$
\max_{1 \leq i \leq n} \delta_i(t + \psi(t)) \leq 1 + (1 + \gamma \delta).
$$

Proof: Since $y(t)$ is not an equilibrium, Claim 6.3 implies that $\pi(t) \leq \gamma t$, which in turn implies the above upper bound on $\psi(t)$.

First consider the case where $\pi(t) \geq \gamma \delta$, i.e., $\psi(t) = 1 + \gamma t$. According to the definition of $\pi(t)$ in (9), $y(t)$ must be repeated as a best response in the period $[t, t + \pi(t)]$. Furthermore, we must have

$$
\max_{1 \leq i \leq n} \delta_i(t + \psi(t)) \leq 1
$$
and \( y_i(t) \not\in BR_i(z_i(t + \psi(t))) \) for at least one player \( P_i \). The probability that exactly one such player \( P_i \) will switch to a choice different than \( y_i(t) \) at time \( t + \psi(t) \) is at least \( \varepsilon(1 - \varepsilon)^{n-1} \). But, by Claim 6.1 and no-indifference Assumption 2.2, such an event would cause

\[
U_i(y(t + \pi(t) + 1)) > U_i(y(t)) \Rightarrow \phi(y(t + \pi(t) + 1)) > \phi(y(t)).
\]

Now consider the case where \( \pi(t) < \gamma \delta \), i.e., \( \psi(t) = 1 + \gamma \delta \). In this case

\[
\max_{1 \leq i \leq n} \delta_i(t + \psi(t)) \leq 1 + \gamma \delta + \delta.
\]

Moreover, the event

\[
y(t) = \ldots = y(t + \gamma \delta)
\]

will occur with probability at least\(^{10} (1 - \varepsilon)^{n\gamma \delta} \). Conditioned on this event, Claim 6.2 provides that exactly one player \( P_i \) will switch to a choice different than \( y_i(t) \) at time \( t + \psi(t) \) with probability at least \( \varepsilon(1 - \varepsilon)^{n-1} \). By Claim 6.1 and no-indifference Assumption 6, this would cause

\[
U_i(y(t + \psi(t))) > U_i(y(t)) \Rightarrow \phi(y(t + \psi(t))) > \phi(y(t)).
\]

Proof of Theorem 2.1: It suffices to show that there exists a non-zero probability, \( \varepsilon^* > 0 \), such that the following statement holds. For any \( t \geq 0 \), \( y(t) \in Y \), and \( z(t) \in \Delta(Y) \), there exists a finite time \( t^* \geq t \) such that, for some equilibrium \( y^* \)

\[
\Pr[y(\tau) = y^*, \forall \tau \geq t^* | y(t), \{z_{-i}(t)\}_{i=1}^{n}] \geq \varepsilon^*.
\]

(10)

In other words, the probability of convergence to an equilibrium by time \( t^* \) is at least \( \varepsilon^* \). Since \( \varepsilon^* \) does not depend on \( t \), \( y(t) \), or \( z(t) \), this will imply that the action profile converges to an equilibrium almost surely.

We will construct a series of events that can occur with positive probability to establish the bound in (10).

Let \( t_0 = t + 1 \). All players will play a best response at time \( t_0 \) with probability at least \( \varepsilon^0 \). Therefore, we have

\[
\Pr[y(t_0) = y^*, \forall \tau \geq t_0 | y(t), \{z_{-i}(t)\}_{i=1}^{n}] \geq \varepsilon^0.
\]

(11)

Assume that \( y(t_0) \) is not an equilibrium. Otherwise, according to Proposition 2.2, \( y(\tau) = y(t_0) \) for all \( \tau \geq t_0 \).

From Claim 6.4, define \( t_1 \) and \( \delta_1 \) as

\[
\delta_1 := 1 + (1 + \gamma)\delta_0 \quad t_1 := t_0 + \max \{\pi(t_0), \gamma \delta_0\} \leq t_0 + 1 + \gamma \delta_0 = 1 + (1 + \gamma)\delta_0
\]

where \( \delta_0 := 0 \). By Claim 6.4

\[
\Pr[\phi(y(t_1)) > \phi(y(t_0)) | y(t_0), \{z_{-i}(t)\}_{i=1}^{n}] \geq (1 - \varepsilon)^{n(1 + \gamma \delta_0) - 1}
\]

and

\[
\max_{1 \leq i \leq n} \delta_i(t_1) \leq \delta_1.
\]

Similarly, for \( k > 0 \) we can recursively define

\[
\delta_k := 1 + (1 + \gamma)\delta_{k-1} = (1 + \gamma)^k \delta_0 + \sum_{j=0}^{k-1} (1 + \gamma)^j
\]

and

\[
t_k := t_{k-1} + 1 + \max \{\pi(t_{k-1}), \gamma \delta_{k-1}\} \leq 1 + (1 + \gamma)t_{k-1}
\]

\[
\leq (1 + \gamma)^k t_0 + \sum_{j=0}^{k-1} (1 + \gamma)^j
\]

where

\[
\Pr[y(t_k)] \geq \phi(y(t_{k-1})) | y(t_{k-1}), \{z_{-i}(t_{k-1})\}_{i=1}^{n}] \geq (1 - \varepsilon)^{n(1 + \gamma \delta_{k-1}) - 1}
\]

and

\[
\max_{1 \leq i \leq n} \delta_i(t_k) \leq \delta_k
\]

as long as \( y(t_{k-1}) \) is not an equilibrium.

Therefore, one can construct a sequence of profiles \( y(t_0), y(t_1), \ldots, y(t_k) \) with the property that \( \phi(y(t_0)) < \phi(y(t_1)) < \ldots < \phi(y(t_k)) \). Since in a finite generalized ordinal potential game, \( \phi(y(t_k)) \) cannot increase indefinitely as \( k \) increases, we must have

\[
\Pr[y(t_k) \text{ is an eq}, \forall \tau \geq t_k | y(t), \{z_{-i}(t)\}_{i=1}^{n}] \geq \varepsilon^n \prod_{k=0}^{n} \varepsilon(1 - \varepsilon)^{n(1 + \gamma \delta_k) - 1}
\]

where \( \varepsilon^n \) comes from (11). Finally, from Claim 6.1 and Assumption 2.2, the above inequality together with

\[
\Pr[y(t) = \ldots = y(t_k) + \gamma \delta_k | y(t_k), \{z_{-i}(t)\}_{i=1}^{n}] \geq (1 - \varepsilon)^{n(1 + \gamma \delta_k) - 1}
\]

implies that for some equilibrium, \( y^* \)

\[
\Pr[y(\tau) = y^*, \forall \tau \geq t^* | y(t), \{z_{-i}(t)\}_{i=1}^{n}] \geq \varepsilon^*
\]
where

\[ t^* = \gamma_1 + \gamma_1^2 + 1 = (1 + \gamma_1)^2 \eta_0 + \sum_{j=0}^{\lfloor \frac{1}{\eta_1} \rfloor} (1 + \gamma_1)^j \]

\[ \varepsilon^* = \left( \frac{\eta_1^{\lfloor \frac{1}{\eta_1} \rfloor - 1}}{1 - \frac{1}{\eta_1}} \right)^{\eta_1 (1 + \gamma_1)}. \]

Since \( \varepsilon^* \) does not depend on \( t \) this concludes the proof. \( \square \)
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