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Dynamic Fictitious Play, Dynamic Gradient Play, and
Distributed Convergence to Nash Equilibria

Jeff S. Shamma, Senior Member, IEEE, and Giirdal Arslan, Member, IEEE

Abstract—We consider a continuous-time form of repeated
matrix games in which player strategies evolve in reaction to
opponent actions. Players observe each other’s actions, but do
not have access to other player utilities. Strategy evolution may
be of the best response sort, as in fictitious play, or a gradient
update. Such mechanisms are known to not necessarily converge.
We introduce a form of “dynamic” fictitious and gradient play
strategy update mechanisms. These mechanisms use derivative
action in processing opponent actions and, in some cases, can
lead to behavior converging to Nash equilibria in previously
nonconvergent situations. We analyze convergence in the case
of exact and approximate derivative measurements of the dy-
namic update mechanisms. In the ideal case of exact derivative
measurements, we show that convergence to Nash equilibrium
can always be achieved. In the case of approximate derivative
measurements, we derive a characterization of local convergence
that shows how the dynamic update mechanisms can converge if
the traditional static counterparts do not. We primarily discuss
two player games, but also outline extensions to multiplayer
games. We illustrate these methods with convergent simulations
of the well known Shapley and Jordan counterexamples.

I. OVERVIEW

HIS paper considers a continuous-time form of a re-

peated game in which players continually update strate-
gies in response to observations of opponent actions but without
knowledge of opponent intentions. The primary objective is to
understand how interacting players could converge to a Nash
equilibrium, i.e., a set of strategies for which no player has
a unilateral incentive to change.

The motivational setup is as follows. There are two players,
each with a finite set of possible actions. Every time the game is
played, each player selects an action according to a probability
distribution that represents that player’s strategy. The reward to
each player, called the player’s utility, depends on the actions
taken by both players. While each player knows its own utility,
these utilities are not shared between players.

Suppose that one player always used the same probability
distribution to generate its action, i.e., the player maintained a
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constant strategy. Then the other player could, over time, via re-
peated play, learn this distribution by keeping a running average
of opponent actions. Such running averages are called empirical
frequencies. By playing the optimized best response to the ob-
served empirical frequencies, the optimizing player will even-
tually converge to its own optimal response to the fixed strategy
opponent.

Now, if both players presumed that the other player is using
a constant strategy, their strategy update mechanisms become
intertwined. One such process is called fictitious play (FP).
In this setting, players play the optimized best response to an
opponent’s empirical frequencies presuming (incorrectly) that
the empirical frequency is representative of a constant proba-
bility distribution. The repeated game would be in equilibrium
if the empirical frequencies converged. Since each player is
employing the best response to observed behaviors, the game
being in equilibrium would coincide with the players using
strategies that are at a Nash equilibrium.

The procedure of FP was introduced in 1951 [9], [37] as a
mechanism to compute Nash equilibria. There is a substantial
body of literature on the topic. Related lines of research are dis-
cussed in the monographs [21] and [43] and the recent overview
of [24].

Of particular concern is whether repeated play will in-
deed converge to a Nash equilibrium. A brief timeline of
results that establish convergence of FP is as follows: 1951,
two-player/zero-sum games [37]; 1961, two-player/two-move
games [35]; 1993, noisy two-player/two-move games with a
unique Nash equilibrium [20]; 1996, multiplayer games with
identical player utilities [36]; 1999, noisy two-player/two-move
games with multiple Nash equilibria [6]; and 2003, two-player
games where one player has only two moves [8].

It turns out that empirical frequencies need not converge. A
counterexample due to Shapley in 1964 has two players with
three moves each [40]. A 1993 counterexample due to Jordan
has three players with two moves each [28].

In both the Shapley and Jordan counterexamples, the game
under consideration admits a unique Nash equilibrium that is
completely mixed, i.e., all moves have a positive probability of
being played.

The concept of mixed Nash equilibria has received some
scrutiny regarding its justification. The paper [38] raises var-
ious questions regarding finding an appropriate interpretation.
Another concern is how a completely mixed Nash equilibrium
could emerge as the outcome of a dynamic learning process
among interacting players. The text [23, p. 22] states “game
theory lacks a general and convincing argument that a Nash
outcome will occur.”
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Indeed, there is a collection of negative results concerning the
possibility of completely mixed equilibria emerging as a result
of interactive behavior. Reference [11] shows that a broad class
of strategy adjustment mechanisms (different from FP) cannot
converge to a mixed equilibrium. Reference [31] shows that “al-
most all” games in which players have more than two moves
cannot converge to completely mixed equilibria in best response
FP. Nonconvergence issues are also discussed in [12], [19], [26],
and [42].

In particular, [26] shows that a generalized version of the
Jordan game will not exhibit convergence for any strategy
adjustment mechanism—not just a best response mecha-
nism—oprovided that players do not share their utility functions
and update mechanisms are static functions of empirical
frequencies.

There are methods akin to parallel random search that are
able to find a neighborhood of a Nash equilibrium. Relevant
works are [17], [18], and [27]. These methods conceptually
differ from FP in that the driving mechanism is distributed
randomized search in the strategy space as opposed to gradual
strategic adjustment.

Contrary to the case of Nash equilibria, there are methods
[16], [22], [25] that are guaranteed for all games to converge
to the larger set of so-called correlated equilibria, which is a
convex set that contains the set of Nash equilibria. These are
“regret based” algorithms that revisit past decisions in an effort
to evaluate what could have been a more fruitful course of ac-
tion. See [24] for an extensive discussion.

An important assumption in [26] is that update mechanisms
employ static functions of empirical frequencies. In this paper,
we explore the possibility of dynamic functions of opponent ac-
tions in the spirit of dynamic compensation for feedback stabi-
lization. It is well known that static output feedback need not
be stabilizing, while dynamic output feedback generally can be
stabilizing. We wish to explore this possibility in the context of
repeated games.

The present approach is to view the problem as one of feed-
back stabilization. Contrary to standard feedback stabilization
scenarios, one seeks to stabilize to an equilibrium point that is
unknown, but must emerge through the noncooperative interac-
tion of repeated play. One paper that takes a similar feedback
stabilization viewpoint is [14], in which an integral term is em-
ployed in the strategy update mechanism and a sufficient condi-
tion for convergence is derived.

In this paper, we focus on the use of derivative action. Deriva-
tive action, standard in classical control systems, is also a key
component of biological motor control system models [34].

We will employ a strategy update mechanism that closely
resembles traditional mechanisms but use both the empirical
frequencies and their (approximate) derivatives. As such, the
new approach differs conceptually from both aforementioned
approaches of randomized search and no-regret methods.

We will establish convergence to Nash equilibrium in the
ideal case of exact derivative measurements and near conver-
gence in case of approximate derivative measurements. We will
show how the use of approximate differentiators may or may
not allow one to recover the ideal case. In addition to “best

response” FP, we will also consider gradient-like “better re-
sponse” strategy update mechanisms (e.g., [13]). We will illus-
trate all of these methods on the Shapley game. We outline the
framework for multiplayer games, and illustrate convergence on
the Jordan game.

Two papers that are closely related are [4] and [10]. Reference
[4] considers two dynamic processes. The first is that players use
a strategy that is the best response to the previous action of the
opponent. The second is a “relaxation” in which players use this
best response only to adjust its current strategy, thereby intro-
ducing some inertia. This relaxation, which may be viewed as a
sort of dynamic compensation, may have improved convergence
properties. Reference [10] considers zero-sum games played in
intervals. Players adjust their strategy based on an approximate
forecast of the opponents strategy, which is reminiscent of the
use of derivative action as a myopic predictor.

Other related papers with positive convergence results are
[29] and [33]. In [29], all players make a “calibrated” [16] fore-
cast of their joint action and use this to derive a forecasted best
response. This results in near convergence to the convex hull
of Nash equilibria. In [33], all players use different time-scales
to adjust their strategies. The authors show that such multiscale
dynamics can enable convergence to a Nash equilibrium in cer-
tain cases, including the Shapley and Jordan games.

The remainder of this paper is organized as follows. Sec-
tion II reviews standard fictitious play. Section III introduces
the notion of “derivative action” fictitious play and analyzes
the both the ideal case of exact derivative measurements and
the nonideal case of approximate differentiators. Section IV
introduces gradient play and analyzes exact and approximate
implementations of derivative action. Section V discusses ex-
tensions to multi-player games. Finally, Section VI presents
concluding remarks.

Notation:

— Fori € {1,2,...,n}, —i denotes the complementary

set{1,...,i—1,i+1,...,n}.

—  Boldface 1 denotes the vector

1
] ER™
1
—  Forz € R™, |z| denotes the usual 2-norm, i.e., VzTx.
—  Forz € R",diag(x) denotes the diagonal n x n matrix
with elements taken from z.
—  A(n) denotes the simplex in R", i.e.,

{s € R™|s > 0 componentwise and 17's = 1}.

—  Int(A(n)) denotes the set of interior points of a sim-
plex, i.e., s > 0 componentwise.

— IIa : R™ — A(n) denotes the projection to the sim-
plex

IIA[z] = arg min |z — s|.
ale] = arg min [z~ |

—  v; € A(n) denotes the ith vertex of the simplex A(n),
i.e., the vector whose ith term equals 1 and remaining
terms equal O.
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H : Int(A(n)) — R denotes the entropy function
H(s) = —s" log(s).

o : R™ — Int(A(n)) denotes the “logit” or “soft-
max” function

(o(2)); =

e
ezl_i_..._i_emn.

This function is continuously differentiable. The Jaco-
bian matrix of partial derivatives, denoted Vo (+), is

Vo(z) = diag (o(z)) — o(x)o” ().

II. FP SETUP
A. Static Game

We consider a two-player game with players P; and P,. Each
player P; selects a strategy p; € A(m;) for given positive in-
tegers m; and receives a real-valued reward according to the
utility function U; (p;, p—; ). These utility functions take the form

Uy (p1,p2) =pi Mipz + 7H(p1)

Us(p2,p1) =ps Mapr + 7H(p2)
characterized by matrices M; of appropriate dimension and 7 >
0.

The standard interpretation is that the p; represent proba-
bilistic strategies. Each player selects an integer action a; €
{1,...,m;} according to the probability distribution p;. The re-
ward to player P; is

vi Mv, ., +7H(p;i)

i.e., the reward to player P; is the element of M; in the a;th row
and a_;th column, plus the weighted entropy of its strategy. For
a given strategy pair, (p1, p2), the utilities represent the expected
rewards

Ui(pi,p—i)=F [vf Mivaﬂ.] + 7H(p;)-
Define the best response mappings
Bi: A(m—i) — A(m;)
by

i\ P—¢) = ar max L{z isP—i)-
Pilp—s) =arg max Ui(pi,p—i)

For 7 > 0, the best response turns out to be the logit or soft-max
function (see the Notation section)

Bilp—i) =0 <%> :

T

For 7 = 0, the best response mapping can be set-valued.
A Nash equilibrium is a pair (p3,p3) € A(mq1) X A(msg)
such that for all p; € A(m;)

Ui (pi.p™;) < Ui (pf,p%s) ey
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i.e., each player has no incentive to deviate from an equilibrium
strategy provided that the other player maintains an equilibrium
strategy. In terms of the best response mappings, a Nash equi-
librium is a pair (p}, p3) such that

pf =B (p*) -

A Nash equilibrium is completely mixed if each component is
strictly positive, i.e., pf € Int(A(m;)). This distinction be-
comes relevant only in the case where 7 = 0.

B. Discrete-Time FP

Now, suppose that the game is repeated at every time
k € {0,1,2,...}. In particular, we are interested in an “evo-
lutionary” version of the game in which the strategies at time
k, denoted by p;(k), are selected in response to the entire prior
history of an opponent’s actions.

Toward this end, let a;(k) denote the action of player P; at
time k, chosen according to the probability distribution p;(k),
and let v, (r) € A(m;) denote the corresponding simplex
vertex. The empirical frequency, q;(k), of player P; is defined
as the running average of the actions of player P;, which can
be computed by the recursion

itk + 1) = () + 5 (V) — (b))

In discrete-time FP, the strategy of player P; at time k is the
optimal response to the running average of the opponent’s ac-
tions, i.e.,

pi(k) = Bi (q-i(k)) .

The case with 7 = 0 corresponds to classical FP. Setting 7
positive rewards randomization, thereby forcing mixed strate-
gies. As 7 approaches zero, the best response mappings approx-
imate selecting the maximal element since the probability of
selecting a maximal element approaches one. The case with 7
positive, often referred to as stochastic FP, can be viewed as a
smoothed version of the matrix game [20], in which rewards
are subject to random perturbations. Other interpretations, in-
cluding connections to information theory, are discussed in [44].

C. Continuous-Time FP

Now, consider the continuous-time dynamics

1 (t) =P (2(1)) — qa(t)

G2(t) = B2 (q1(1)) — q2(t). )

We will call these equations continuous-time FP. These are the
dynamics obtained by viewing discrete-time FP as stochastic
approximation iterations and applying associated ordinary dif-
ferential equation (ODE) analysis methods [5], [7], [32].

III. DyNnaAMIC FP

Standard discrete-time and continuous-time FP assume that
the empirical frequencies, g;(+), are available to all players, and
the strategy of each player is the best response to the opponent’s
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empirical frequency. This strategy is a static function of the em-
pirical frequencies.

We wish to explore the possibility of dynamic processing
of empirical frequencies. In standard control terminology, the
analogous statement is that we wish to investigate the possible
advantage of dynamic output feedback versus static output
feedback. Clearly, dynamic feedback is superior in a general
setting, but our question is focused on the specific issue of
FP and convergence of empirical frequencies.

In the entire discussion of dynamic FP, we will only consider
T > 0.

A. Derivative Action

In continuous-time FP, the empirical frequencies are available
to all players, and the strategy of each player is the best response
to the opponent’s empirical frequency, i.e.,

pi(t) = Bi (q—i(1))

where p;(t) denotes the strategy of player P; at time ¢.

Suppose now that in addition to empirical frequencies being
available to all players, empirical frequency derivatives, ¢;(t),
are also available. Now, consider

pi(t) = Bi (q-i(t) + v4-i(1))

i.e., each player’s strategy is a best response to a combination
of empirical frequencies and a weighted derivative of empirical
frequencies.

This modification is very much in the spirit of standard PID
controllers in engineered systems as well as motor control
models [34] in biological systems. The classical control in-
terpretation is that the derivative term serves as a short term
prediction of the opponent’s strategy, since

q—i(t) +v4-i(t) = q-i(t + 7).

In this regard, the use of derivative action may be interpreted as
using the best response to a forecasted opponent strategy.

This modification leads to the following (implicit) differential
equation:

@1 =Pi(q2 +742) — @1
g2 =Pa(q1 +vd41) — ¢ 3)
which we will refer to as “exact” derivative action FP (DAFP).
In actuality, the derivative is not directly measurable, but must

be reconstructed from empirical frequency measurements. To-
ward this end, consider

G1=P1 (g2 + A (g2 —m2)) — @1

G2 =P2(q1 +7Mq1 — 1)) — 2

1 =Aq1 — 1)

T2 = A(q2 — 72) 4)

with A > 0. An alternative expression is

@1 =P1(g2 +772) — ¢
G2 =P2(q1 +7v71) — @2

which we will refer to as “approximate” DAFP. The variables,
ri, are “filtered” versions of the empirical frequencies. The in-
tention is that as A increases, 7; closely tracks ¢;.

In the following sections, we will examine both exact and
approximate DAFP. We will first focus on the case of unity
derivative gain, i.e., v = 1, which has a special interpretation.
We will show that the positive results of exact DAFP need
not be recovered through approximate DAFP. Accordingly, we
will present a separate local analysis of approximate DAFP
for general derivative gain values.

B. Exact DAFP With Unity Derivative Gain (y = 1)

The particular case of derivative gain v = 1 has the special
interpretation of “system inversion,” as illustrated in the block
diagram of Fig. 1. In words, the case of v = 1 seeks to play a
best response against the current strategy, as opposed to the em-
pirical frequencies which reflect low-passed filtered strategies.

In case v = 1, the equations of exact DAFP (3) become

@1 =Pz +d2) — ¢

G2 =Poq1 + d1) — g
As previously noted, these form implicit differential equa-
tions, for which we will assume existence of solutions. Ul-
timately, exact DAFP will be replaced by the well posed
approximate DAFP, so this assumption is not critical. Rather,
exact DAFP will reveal an underlying structure that will enable

the forthcoming convergence analysis.
Toward this end, introduce the variables

21=q +q1
z2 =q2+ G2
and let

T:R™ xR™ — A(mq) X A(ms)

(2)- G)

Let z = (Z!). Then, we can restate exact DAFP dynamics (3) as

Z1
Z2

be the mapping

z=T(z)

i.e., exact DAFP must evolve over fixed points of T'.

It turns out that these fixed points are Nash equilibria of the
original game.

Proposition 3.1: The following are equivalent:

. (21,22) € R™t x R™2 is a fixed point of 7" in (5);

. (21,22) € A(mq) X A(mz) is a Nash equilibrium

satisfying (1).
Let

Q" C A(my) x A(ma)

denote the set of Nash equilibria satisfying (1).
The following is an immediate consequences of Proposition
3.1.
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Py 1 q; P
—> vy, F— s+1 > B;O) Lt 5
Fig. 1. Inversion schematic with v = 1.

Theorem 3.1: Any solution of exact DAFP dynamics (3) sat-
isfies the differential inclusion

()< ()
q2 —q2

In the case of a unique Nash equilibrium Q* = {(¢}, ¢3)}, the
unique solution to exact DAFP (3) is

h=-qa+q
=—q@p+q¢

which converges (exponentially) to the unique Nash equilib-
rium.

In the multiple Nash equilibrium case, Theorem 3.1 does not,
in itself, guarantee convergence of empirical frequencies. This
is because only a subset of the entirety of solutions of the asso-
ciated differential inclusion do converge to a Nash equilibrium
(e.g., those solutions with continuous time-derivatives).

C. Noisy Derivative Measurements With Unity Derivative
Gain (v = 1)

Suppose we can make noisy measurements of the empirical
frequency derivatives. Then, exact DAFP can be written as

@i =Pi(+td+e)—a

G2 =P2(q1 + 41 +e1) — qa. (6)
The new variables ¢;(¢) denote the derivative measurement er-
rors.

Let us assume that there exist unique solutions to (6) without
specifying at this point how the e; would be generated.

We will show that under certain conditions, the empirical fre-
quencies converge to a neighborhood of the set of Nash equi-
libria, where the size of the neighborhood depends on the accu-
racy of the derivative approximation.

Introduce the following extension 7, of the mapping 7T’, de-
fined in (5):

T, : R™H™M2 5 RMAM2 5 A(my) x A(ma)
where
To(z,e) =T (2 + ¢e).
Then, we can write approximate derivative action FP (6) as
z =Teo(z,€)
where, as before

zi = Qi + ¢
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Lemma 3.1: Let (q1+,q3) € Q* be a Nash equilibrium. As-
sume that the matrix

1 Lvg (M) M,

T

Lvo (Y20 ay -1

is nonsingular. Then, there exists a ¢ > 0 and unique contin-
uously differentiable function, ¢ : R™ x R§" — A(my) X
A(mg) defined on an §-neighborhood of the origin such that

¢(€) =T (¢(€), 6) .

Proof: At a Nash equilibrium, ¢* = (31), the extended
2
mapping satisfies

0=Te(q",0) — ¢ .

Under the assumed nonsingularity, the function To(z,€) — z
satisfies the conditions of the implicit function theorem [15]. ®

Theorem 3.2: Assume that Q* is a finite set of Nash equi-
libria, each of which satisfies the nonsingularity assumption of
Proposition 3.1. Suppose (q1, g2, €1, €2) satisfy noisy derivative
measurement DAFP (6) with ¢;(-) continuous. For any ¢ > 0,
there exists a & > 0 such that if (e1(¢), e2(t)) eventually re-
main within a 6-neighborhood of the origin, then (g1 (%), g2(t))
eventually remain within an e-neighborhood of a single Nash
equilibrium, i.e.,

lim sup |e(t)] < 6
>0

implies

limsup |(g1(t), ¢2()) — (a1, 2)[ <

for some ¢* € Q*.
Proof: Enumerate the set of Nash equilibrium points

Q*:{(q’f,q;)], j:1727...7N}.

Let 67 and ¢?(+) denote the corresponding parameters and func-
tions in Lemma 3.1. Pick

6 < min &’
J

so that |e| < 6 implies that for all j
¢'(e) — (a7, a3)' | <e.

Since the ¢’ are continuous and the Nash equilibrium points
are isolated, we can assume that the previous e-neighborhoods
of equilibrium points do not overlap.

Now suppose that at some time T" > 0,

suple(t)] < é
t>T

Then necessarily for any ¢t > T,

2(t) = Te (2(t), e(t)) = 2(t) = ¢ (e(t))
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for some j(t). Since the assumed continuity of ¢;(+) in turn im-

plies the continuity of z(-), the associated j(¢) cannot change.

Such a change would require a discontinuous evolution of z(t)

since the e-neighborhoods of the Nash equilibria do not overlap.
Finally, from time 7" onward

(qa(t)) _ <q1<f>> + D) (e(t)

G2(t) q2(t)

Standard arguments then show that (¢1(%), g2(¢)) eventually
reach an e-neighborhood of the associated Nash equilibrium
(a7, a5). .

In case of a unique Nash equilibrium, the continuity assump-
tion on the derivatives ¢;(-) may be dropped.

As we will see, the premise of Theorem 3.2 is may be pre-
maturely optimistic. The reason is that the two-player interac-
tions may prevent reconstruction of the derivative up to a small
bounded error.

D. Approximate DAFP With Unity Derivative Gain (y = 1)

Theorem 3.2 establishes a sort of continuity result for approx-
imate derivative action FP. Namely, it is possible to converge to
an arbitrary neighborhood of the set of Nash equilibrium points
provided that we can construct sufficiently accurate approxima-
tions of empirical frequency derivatives. Toward this end, we
now consider approximate DAFP given by

G =p1(e+7)—q

G2 =P2(q1 +71) — q2

1 =Aq1 — 1)

72 = A(g2 — 72). N

The construction of 7; depends on the empirical frequencies,
which are measured quantities.

The motivation of approximate DAFP is that for large A > 0,
the quantity 7; serves as an estimate of ¢;. Indeed, it is easy to
show that if

SUIO) |qL(t)| S (.jmax

t>
then
. . 1.
hm sup |(]1 - T'i| S ~ dmax-
t—oo A

Unfortunately, such intuition may or may not hold. The
problem is that the approximation error associated with re-
constructing ¢; is proportional to the magnitude of the second
derivative §;. These second derivatives, in turn, involve the
derivatives 7;, which of course involve A. So, as ) increases,
the second derivative magnitudes ¢; can also increase, thereby
cancelling the desired effect of superior tracking.

We will further investigate the obstacle of approximate dif-
ferentiators by considering solutions to (7) with progressively
larger values of \. First, we state the following theorem from
[3].

Theorem 3.3 [3, Sec. 0.3, Th. 4]: Consider a sequence of
absolutely continuous functions z () from a compact interval

[Ty, T»] of R to R™ such that the sets {x(¢)} and {d(t)} are
uniformly bounded for all & > 0 and ¢ € [T4,T5]. Then there
exists a subsequence, again denoted by x(-), converging to an
absolutely continuous function z(+) in the sense that

1)  xx(-) converges uniformly to z(-) on [17,T5];

2) () converges weakly to i(-) in L!([Ty, T»], R"™).

Theorem 3.4: Let (g, 7) denote the A\-dependent solutions
to (7). For any compact interval, [T, T3] C R, with T} > 0,
there exist an unbounded increasing sequence {\;} and abso-
lutely continuous functions g; with derivatives g; such that

1) ¢ and * both converge to g; uniformly on [T7, Tb];
2)  ¢* and * both converge weakly to g, in

L1<[T1., TQ], R )

Proof: For any ), the function ¢;\(¢) is clearly uniformly
bounded overt € R since it evolves in the simplex. Since ¢;" is
formed by the difference of two simplex elements, it is similarly
uniformly bounded. Standard Lyapunov analysis shows that for
any A

1 .
|07 (1) = (®)] < e [ (0) = 7 ()] + 5 sup |63 (7)|

and so 7 and 77 are also uniformly bounded over t € R*.
Here, we naturally assume that initial conditions are restricted
to the simplex of appropriate dimension. As a result, for
any increasing unbounded sequence {)\;}, the sequence of
functions (g, r?), over any [1%,T%] with 77 > 0, form a
bounded equicontinuous family and satisfy the hypotheses of
the Theorem 3.3. Therefore, there exists a subsequence, which
we relabel Ax, and absolutely continuous functions g, and 7;
with derivatives ﬁL and 7;, respectively, such that

1) ¢ converges to g, uniformly on [T7, T»];

2) ' converges weakly to ; in L*([Ty, To], R™);

3) r.* converges to 7; uniformly on [T}, T5];

4) e converges weakly to 7; in L ([Ty, Ty, R™).
It follows that the sequence

1
L

Akt

_ Ak Ak
=q" -1

is converging uniformly on [T}, T3] to ;, — T;. Since the \; are
unbounded, it must follow that

This, in turn, implies that

qi_";i:(]

which completes the proof. [ |

Theorem 3.5: In the context of Theorem 3.4, let §; and g,
be the respective limits of q;“' and (j?" on the compact interval
[T1,T5]. Define

bf‘(f) =0 (qit(f) + "Lii(t))

and

S
I
=1
S
+
=1l
s
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Fig. 2. Shapley game empirical frequencies: Discrete-time (top) and continuous-time (bottom).

Then, the sequence b;\" converges weakly to b; in
LY([T1,T5], R™). Furthermore, if

bi(t) = B; (q_i(t) +7_4(t)) (8)

then (g;,q,) are solutions to exact DAFP dynamics (3) on
[Ty, Ts].

Proof: The weak convergence of the sequence b;\“ follows
immediately from Theorem 3.4. Furthermore, on the interval
(171, T5]

@(t) = bi(t) — 7, (t)
Under the assumed equality condition (8), it follows that
@(t) = i (@_i(t) +a_;(1) — a(t)

as desired. ]

Theorem 3.5 establishes that using increasing values of A can
converge to a solution of the derivative action FP dynamics (3)
under the equality assumption (8). This equality assumption is
essentially a requirement of weak continuity of the function f3;
viewed as an operator on L ([T}, 15], R™¢). Even though £3; is
uniformly continuous as a function over the simplex, this need
not imply weak continuity as an operator. Indeed, asymmetries
due to nonlinearities can destroy the desired weak continuity.

The convergence discussed in Theorems 3.4 and 3.5 refers to
functional convergence as ) increases. They need not imply, for
a fixed A, convergence as time increases. Still, one may infer
implications regarding such convergence in time. For example,
if the weak continuity condition (8) holds, and if there is unique
Nash equilibrium, then the limiting functional behavior is in-
deed exponential convergence to the Nash equilibrium.

E. Simulations: Derivative Action FP on the Shapley Game

A counterexample of empirical frequency convergence in FP
due to Shapley [40] is

0 1 0
Mi=My=10 0 1
1 00

Fig. 2 shows the discrete-time and continuous-time evolution
of the empirical frequencies of player P; with the aforemen-
tioned matrices and 7 = 0.01. In discrete-time FP, the empirical
frequencies exhibit an oscillatory behavior with an ever in-
creasing period. In continuous-time, the oscillatory behavior
is still present, but with a regular period.

Fig. 3 shows the empirical frequency response of player P;
for the Shapley game with 7 = 0.01 under derivative action
FP using approximate differentiators with A = 1,10, 100. The
empirical frequencies approach to the (unique) Nash equilib-
rium (1/3, 1/3, 1/3), and as X increases, the oscillations associ-
ated with standard FP are progressively reduced. This behavior
is mirrored in discrete-time as well. The plots are omitted here
for the sake of brevity.

Two comments are in order regarding the simulations. First,
the linearized dynamics near the Nash equilibrium are not
exponentially stable in the continuous-time simulations. This
underscores that the apparent “convergence” is to the limiting
behavior of exact DAFP for increasing A, but not convergence
in time for increasing ¢. Second, a histogram of the joint actions
of the two players in the discrete-time simulations reveals that
the players are following a particular correlated equilibrium
[23] of the Shapley example. The average payoff for each
player is not consistent with the expected payoff from the
associated Nash equilibrium. In this case, the average payoff
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is greater. The issue of consistency as related to learning in
games is discussed further in [21].
Now, consider a modified Shapley game

0 3 0 01 0
Mi=10 0 1 My=10 0 1
1 0 0 1 0 0

Note that this modification destroys a symmetry between

players so that (1/3, 1/3, 1/3) is no longer a Nash equilibrium.
Rather, the new Nash equilibrium is (approximately)

L

—

I
W W= W=

=

N

I
ENSSEN (s ({94

Fig. 4 shows the empirical frequency responses under derivative
action FP with approximate differentiators with A = 100. The
constant dashed lines are the desired steady state values of the
Nash equilibrium. Although the empirical frequencies appar-
ently converge in time, they are converging to the wrong values

0.3988 0.3650
q1(5) = | 0.3627 |  ¢2(5) = | 0.1853
0.2385 0.4497

Here, we see the effects of the lack of weak continuity in
Theorem 3.5. Although the derivative is apparently converging
weakly to the zero function, the empirical frequencies are not
evolving toward a Nash equilibrium. Increasing A did not im-
prove this error in simulations.

Shapley game continuous time, ¢ (t): approximate differentiator A =1 (top), 10 (middle), 100 (bottom).

It is possible to reduce, but not eliminate, this error by using
a modified approximate differentiator. This is discussed in [39].
The following section shows that it is possible to eliminate this
error using other than unity derivative gain.

F. Approximate DAFP With General Derivative Gain v > 0

We continue the analysis of approximate DAFP (4), but with
arbitrary v > 0. We will give a complete characterization of the
values of « that result in local asymptotic stability of a Nash
equilibrium for large values of A > 0. In the process, we will
characterize when the introduction of derivative action in FP can
enable the local asymptotic stability of a Nash equilibrium when
standard FP is unstable. Interestingly, we will show that the case
of unity gain, v = 1, never leads to asymptotic stability. This
was evident in the original Shapley game in that the apparent
“convergence” to Nash equilibria was actually low-amplitude
oscillations.

Define NV to be an orthonormal matrix whose columns span
the null space of the row vector 17 € R™, ie.,

1"TN=0 and NTN=1.

&)

For notational simplicity, we will not denote the dimension of
N explicitly. Rather, it will be apparent from context.

A Nash equilibrium of (¢}, ¢3) leads to an equilibrium point
(45,45, 47, q5) of approximate DAFP (4). Since ¢; evolves in
the unit simplex, we can write

qi(t) = qF + Nox;(t)
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Fig. 4. Modified Shapley game. ¢ (t) (top) and g2(t) (bottom): approximate differentiator A = 100.

for some uniquely specified §z;(¢). Similar statements hold for

;. Accordingly, we can write!

qi(t) a7
g2(t) % (N ) 5
= (¢
r1(t) a7 * N =(t)
72(t) 7
where
N 0
N = ( 0 N) (10)
Equivalently, we can define
AT q1(t) ai
q2(t) %
ox(t) = — . 11
e G I I A
2 (t) 7
Linearizing (4) around (q7, ¢35, ¢, ¢3) results in
-1 (14+~A) Dy 0 —~vADq
d . [ (1+9X)Ds -1 —~yADs 0
P Al 0 Y N
0 A 0 -
(12)
with
M;q*;
D, = INTV, < 1 ) M;N.
T T
Define
(0 D
D= <D2 0 ) . (13)

'We will repeatedly use & to designate deviation from an equilibrium. In
each case, the appropriate dimension should be reinterpreted accordingly.

Then, we can rewrite the linearization (12) as

d. (~I+(1+9)D —7AD
E‘s‘”_( A a1 )0

The following theorem characterizes local asymptotic sta-
bility of approximate DAFP and establishes that derivative ac-
tion FP can be locally convergent with a suitable derivative gain
when standard FP is not convergent.

Theorem 3.6: Consider a two-player game under approxi-
mate DAFP (4) with a Nash equilibrium (g7, ¢5). Assume that
—I+Din (13) is nonsingular. Let a;+jb; denote the eigenvalues
of —I + D. The linearization (12) with v > 0 is asymptotically
stable for large A > 0 if and only if

1—1

maxa; < —, if maxa; <0
K2 K2

a; o 1

max

< if maxa; > 0.
i al+b? T 1—v  max;a;’ i =

Proof: The proof follows arguments similar to the proof
of the forthcoming Theorem 4.2 and is omitted. ]
Since —I + D is the Jacobian matrix of the linearization of
standard FP, Theorem 3.6 relates the potential stability of ap-
proximate DAFP to the eigenvalues of standard FP. In partic-
ular, Theorem 3.6 implies that the linearization of approximate
DAFP is stable whenever the linearization of standard FP is
asymptotically stable. Theorem 3.6 further implies that approx-
imate DAFP may have a stable linearization in situations where
standard FP does not.
If we apply Theorem 3.6 to the Shapley example, we obtain
as a condition for local stability

0.0413 < % < 0.0638.
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Fig. 5. Approximate DAGP on modified Shapley game.

In particular, using v = 0.05 leads to local asymptotic stability
of derivative action FP. Simulations also result in convergent be-
havior. Using Theorem 3.6 with the modified Shapley example
leads to convergence in simulations without the previously ob-
served bias (not shown).

IV. DYNAMIC GRADIENT PLAY

In this section, we will consider an alternative form of contin-
uous-time strategy evolution called gradient play (GP). GP may
be viewed as a “better response” strategy, as opposed to a “best
response” strategy. In FP, a player jumps to the best response to
the empirical frequencies of the opponent. In GP, a player ad-
justs a current strategy in a gradient direction suggested by the
empirical frequencies of the opponent.

We will first define standard GP and then introduce a dynamic
version that uses derivative action. As before, we will analyze
convergence for both exact and approximate implementations
of the derivative term.

In the entire discussion of dynamic GP, we will consider 7 =
0, i.e., the nonsmoothed game.

A. Standard GP

Recall that each player seeks to maximize its own utility in
response to observations of an opponent’s actions according to
the utility function (with 7 = 0)

Ui(pi, p—i) = pi Mip_;.
In this case, the utility function gradient is

qu'ui (pi:p—i) = M;p_;.

In continuous-time GP, the strategy of each player is
pi(t) = Il [qi(t) + Miq—i(1)]

i.e., a combination of a player’s own empirical frequency and
a (projected) gradient-step using the opponents empirical fre-
quency.

The resulting empirical frequency dynamics are then

¢1(t) =Ta [q: (1) + Mig2(t)] — a1 (2)

G2(t) =11A [g2(t) + M2q1(t)] — ga(t) (14)

which we will call continuous-time GP. It is straightforward
to show that the equilibrium points of continuous-time GP are
precisely Nash equilibria.

As opposed to FP, gradient based evolution cannot converge
to a completely mixed Nash equilibrium. To show this, we will
use the following lemma.

Lemma 4.1: Suppose v, w € R" satisfy,

. v € Int(A(n));

. TMav + w] = v.

Then
1) NNTw =0;
2)  for sufficiently small y € R"

Mav+w+y]=v+ NNy

where N is the orthonormal matrix defined in (9).
Proof: The proof of statement 1) uses the following prop-
erty of convex projections [3, Sec. 0.6, Cor. 1]. For all z € R™
and all s € A(n)

(ITa(z) — 2)" (Ia(z) — s) < 0. (15)
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Fig. 6. Jordan game: Standard GP.
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o 1 1
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Fig. 7. Jordan game: Approximate DAGP.
Accordingly and so NNTw = 0. As for statement 2), consider projecting
v + w 4+ y to the affine set of vectors whose elements sum to
T . . . . .
(Ia(v +w) = (v +w))” (Ha(v+w) —s) <0 unity. This set includes the simplex, and hence includes v. The

= —wl (v —5) <0 resulting projection is

for all s € A(n). Since v is in the simplex interior, we can set v+ NNTw+ NNTy=v4+ NNTy

s = v+ pNNTw with p > 0 sufficiently small. This results in
where we used that NNTw = 0. For y sufficiently small, v +

wINNTw <0 NNTy lies in the simplex. ]
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Fig. 8. Modified Jordan game: Approximate DAGP.

Now, suppose that (¢1(t), g2(t)) are in the vicinity of a com-
pletely mixed Nash equilibrium (g3, ¢5). As before, we can set

sa(t) =N ((Z;Eﬁi) - <Zl>>

where A is defined in (10). Lemma 4.1 implies that for §z suf-
ficiently small, the resulting (linear) dynamics are

dy 0 NTMN Y
a’t = \NTM,N 0 L

Since the dynamics matrix has zero trace, the corresponding
equilibrium cannot be asymptotically stable.

B. Exact Derivative Action GP

We will consider a modification of gradient evolution in the
spirit of the prior modification of FP. Introducing a derivative
term in same manner as DAFP leads to the implicit differential
equation

d1 =1a (g1 + Mi(q2 +762)] — 1

g2 =IIA [g2 + Ma(q1 + vd1)] — q2 (16)

which we will refer to as “exact” derivative action GP (DAGP).

We will show that in the idealized case of exact DAGP, there
always exists a derivative gain, -y, such that a completely mixed
Nash equilibrium is locally asymptotically stable. As in the case
of DAFP, the introduction of approximate differentiators may or
may not allow one to recover the ideal case (as analyzed in the
forthcoming section).

Recall the matrix N defined in (10), and define

(0 M
M—<M2 0). (17)

It is straightforward to show that a completely mixed Nash equi-
librium is isolated if and only if N MA is nonsingular.

Theorem 4.1: Assume that N7 MN is nonsingular. Let
(¢7,q3) be a (isolated) completely mixed Nash equilibrium.
Then, for sufficiently large v > 0 and for initial conditions
(q1(0),g2(0)) sufficiently close to (gi,qs), there exists a
solution to exact DAGP (16) that exponentially converges to
(a1, 43)-

Proof: Choose v > 0 sufficiently large so that

(I = ANTMN) ' NTMN
+ ((I - WNTMN)‘INTMAQ <0. (18)
This is always possible given the assumed nonsingularity of

NTMN.

Any solution to (16) can be written in terms of the new vari-

ables, 6z, where
(q1> - (qi) T Nsa(t).
q2 qs

A straightforward calculation shows that for sufficiently small
ox

19)

. d B

<gl> = N'Z82 = N(I = NTMN) "NTMN Sz (20)
2 a

is an algebraic solution for the derivatives in (16). This can be

seen by substituting (19) and (20) into the right-hand-side of

(16) and exploiting Lemma 4.1. Accordingly, since N’ TN =1,

we have that for sufficiently small .z, exact DAGP becomes

Dy = (I = ANTMN) ' NT MN 6.

dt @D
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Using the negative definiteness in (18), we have that

V (q(t) = (a(t) — ¢")" (a(t) — ¢*) = d2(t)T 8x(t)

is a Lyapunov function for (21), and so 6x(¢) remains suffi-
ciently small, which in turn implies that (21) continues to hold
true and that 6z decays exponentially to zero. ]

C. Approximate DAGP

We now consider “approximate” DAGP, given by

g1 =1a[q1 + Mi(q2 +772)] — @1
G2 =1 [g2 + Ma(q1 +v71)] — q2
i1 =Aq1 — 1)

7."2 = )\((]2 — T2). (22)
As in approximate DAFP, the derivative terms in the right hand
side are replaced by approximate differentiators.

In the following sections, we will show that the local asymp-
totic stability of exact DAGP may or may not be achieved under
approximate DAGP. These results parallel those of approximate
DAFP. Unlike DAFP, since we are dealing with a nonsmoothed
game, we require a separate analysis between completely mixed
equilibrium and strict equilibrium.

1) Completely Mixed Nash Equilibria: The following the-
orem gives a complete characterization of when a completely
mixed Nash equilibrium is locally asymptotically stable under
approximate DAGP. As noted previously, a mixed equilibrium
under standard GP is never asymptotically stable, clearly in-
dicating that the introduction of derivative action can enable
convergence. Unlike exact DAGP, the asymptotic stability is
not always achievable.

A Nash equilibrium of (¢}, ¢3) leads to an equilibrium point
(¢5, 45,45, q3) of approximate DAGP (22). As before, we can
write

(hgt; qr N

qa2(t q

n) | Tl g + ( N) Sx(t).
72(t) 7

For a completely mixed equilibrium, it is straightforward to
show that §z will (locally) evolve according to

T T
% bz = ((1 +7A;/}/ MN w_\/A IM/\/) bo. (23)

Theorem 4.2: Consider a two-player game under approxi-
mate DAGP with a completely mixed Nash equilibrium (g7, ¢3 ),
and assume that N7 MA/ is nonsingular. Let a; + jb; be the
eigenvalues of N7 MN . The linear dynamics (23) are asymp-
totically stable for large A > 0 if and only if

1

max max;{a;}

K2

a;
— <7<
EENEA

Proof: Tt will be convenient to examine the eigenvalues
of a related matrix .J, defined as follows. We can scale the dy-
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namics matrix in (23) by v > 0 and perform the change of vari-
ables A — (1/v)\ to produce the matrix

L ((1+ AN MN —W\/TMN>
A v ’

Since .J is just a rescaled version of the dynamics matrix of (23),
we have that .J is a stability matrix for sufficiently large X if and
only if (23) is asymptotically stable for sufficiently large A.

Let \; be any eigenvalue of J and v; = (Z; ) be the corre-
sponding eigenvector. By definition, we have !

D dod - M3 = A0l e 0l = (WA A)) - vk

i) (1 VN MNDY = NI MN 3 = ol
which is equivalent to

D Aok -3 = Asud & 0l = (VA + Ak

i) [(1+X)y = W/ A+ A))NTMN ) = Aol
where we used the assumption that N'Z MA is nonsingular, in
which case A + Ay # 0. Therefore, the eigenvalues of .J and
NTMN are related through

2

Y
1+ ANy —
(L+A)y A+ Ay

w=As

<
M+ A A=+l —yAu=0

where 4 is an eigenvalue of N'T MN . Note that the stability of
the previous polynomial for i = a + jb is equivalent to
i) (A =~(1 4 Na) > 0;
i)  —Ava[A — (1 + N)a)?
=Ayb([A = (1 4+ Na][=v(1 + A)b] + yAb) > 0;
by the (complex) Routh-Hurwitz criterion (e.g., [1] and [41]).
For large A > 0, these stability conditions reduce to
1 d a
5 >a and vy > (a2—|—b2)'
Note that matrix N7 MN has zero trace. Since N'T MN must
be unstable, the resulting stability conditions for the matrix .J
for large A become

a;
TR (e Eael
|

Both the Shapley and modified Shapley games satisfy the sta-
bility condition of Theorem 4.2 with v = 1.

It is also possible to find examples where the mixed Nash
equilibrium is unstable under the dynamics (23), for example a
two-player/two-move identical interest game with M; = My =
1. In fact, it is straightforward to show for this specific case that
all values of A > 0 and v > 0 result in instability of the mixed
equilibrium.

2) Strict Nash Equilibria: We now show that approximate
DAGP always results in locally stable behavior near strict Nash
equilibria.

The pair (¢, ¢5) forms a strict Nash equilibrium (e.g., [23])
if for all s € A(m), with s # ¢

sTMiq*; < ()" Mig*;
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i.e., the best response ¢; to the strategy g* ; is strictly superior
to other responses. Consequences of being a strict equilibrium
are: 1) both ¢ lie on a vertex of the simplex A(m) (i.e., the ¢}
are pure strategies), and 2) there exists a p > 0 such that for all
s € A(m) and all z € R™ with |z| < p

s"M; (¢ + ) < (q))" M; (¢, + 7). (24)

In other words, ¢ is the best response to ¢* ; and vectors near
Q=
Theorem 4.3: Consider a two-player game under approxi-
mate DAGP with a strict Nash equilibrium (g7, ¢3 ). The associ-
ated equilibrium (g7, g3, g7, ¢5) of approximate DAGP (22) is
locally asymptotically stable for any v > 0 and A > 0.
Proof: Define the Lyapunov function

V(q1,q2,71,72) = Vi(g1) + Va(g2) + Wi(r1, q1) + Wa(re, g2)

where
Vi(q) = % (@1 — )" (@ —a})
Va(qz) = % (42— a3)" (a2 — a3)
Wi(ri,q1) = %(7”1 —q)" (11— q1)
A

Wa(ra,q2) = = (r2 — q2)T (12 — g2).

[N}

Then, using the strict equilibrium property (24) and convex pro-
jection property (15), one can show that there existsa § > 0 such
that

V(q1(t), g2(t),r1(t),m2(t)) <6

implies

SV @ (0),02(0),ma (1), 7o (1)
< = (l®F +las®)F -+ X ra(t) = s (1)
+ A2 |ra(t) = ()]
A I () = g O a1 ()] + Alra(t) = (0] 32(0)
< —5 (I OF + i@ + 2 I (1) — (O
+ A2 [ra(t) - ax(1))

The remainder of the proof follows standard Lyapunov
arguments. [ |

D. Simulations: Approximate DAGP on the Shapley Game

Approximate DAGP (22) exhibited convergence on the stan-
dard Shapley example (not shown). Fig. 5 shows the empirical
frequencies of the two players in the modified Shapley example
using v = 1 and A = 100. The empirical frequencies converge
to the completely mixed Nash equilibrium as anticipated.

E. Local Stabilizability

If one allows even broader classes of strategic update mecha-
nisms, it is possible to stabilize any mixed equilibrium. We can

rewrite (23) as a feedback law with “control” u and “measure-

ment” y
16 ([ NTMN 0 P NTMN
T\ A ) 0 “
y=(A —A)bz
U=y

where N is defined in (25).
Proposition4.1: Assume that N'T MN is nonsingular. Then

(2 ) (72

form a controllable pair, and

o (3

form an observable pair.
Proof: Standard rank tests prove the desired result. [ |
Proposition 4.1 implies that it is always possible to design
a dynamic compensator that renders a completely mixed equi-
librium stable. Note that such a compensator would not require
knowledge of the Nash equilibrium since the measurement, v,
can be expressed as in terms of ¢ — 7. This result is limited to
a conceptual existence interpretation. One challenge is to com-
pute the state space parameters of such a compensator without
shared knowledge of utility matrices. Furthermore, the concept
of “individual rationality” becomes less clear with general com-
pensator dynamics. This paper’s approach finds sufficient con-
ditions for local stability for the special structure of approximate
derivative action, which is readily interpreted in the context of
individual rationality.

V. MULTIPLAYER GAMES
A. Multiplayer DAFP and DAGP

We now consider the case with np players, each with a utility
function U; (p;, p—;). We will impose structural assumptions on
the U; as needed.

It turns out that all of the previous results hold in the multi-
player case with only notational changes.

First, consider multiplayer fictitious play. If we assume that
each player has a differentiable best response function, 3;(p—;),
then we can write exact DAFP as

G =P1(g=1 +7v4-1) — @1

q.np = ﬁnp (q—np + ’Yq.—np) — Qnp-

The ensuing analysis of approximate derivative measurements,
weak convergence, and approximate differentiator implementa-
tion remains the same. In particular, a suitably modified version
of Theorem 3.6 regarding local asymptotic stability still holds.

In the case of gradient play, we will impose the following
“pairwise” structure on the player utilities:

Ui(pi,p—i) =pi | D Mijp,
i
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characterized by matrices M;;. Once again, all of the ensuing
analysis holds. In particular, the local stability of complete
mixed equilibria in Theorem 4.2 holds with a simple notational
change. Namely, redefine the matrix A/ from (10) to

N
N = (25)

N

and redefine the matrix M as the block matrix whose 7jth block
is M;;, and whose 4sth block is 0.

We comment that in the multiplayer case, both DAFP and
DAGP automatically respect any underlying “graph” structure
in that a player only monitors the empirical frequencies of op-
ponent players that enter into the utility function, e.g., [30]

B. Simulations: Derivative Action FP and GP on the Jordan
Game

We will illustrate the multiplayer case on a version of the
Jordan anticoordination game [28]. It is known that standard FP
does not converge for this game. Reference [26] goes on to show
that there is no algorithm that assures convergence to equilib-
rium in which player strategies are static functions of opponent
empirical frequencies and players do not have access to oppo-
nent utilities. In this game, there are three players with two pos-
sible actions. The utilities reflect that player 7P; wants to differ
from player P2, player P, wants to differ from player Ps, and
player P3 wants to differ from player P;. Following [26], an
extension of the Jordan game can be written as

al

0
ul(php?) :p,{<1 0 >p2+TH(p1)

0 2
Us(p2,p3) =p3 (1 % >p3 + 7H(p2)

0 3
Us(ps, p1) =p3 (1 C:) >P1 + 7H(p3)

where the a® > 0 are utility parameters. The case where a' = 1
is the standard Jordan game. In case 7 = 0, the unique Nash
equilibrium is
0 = <“31“> 7 = (“11“> 7 = <“‘1+1>~
as3+1 al+41 a2?4+1
Note that game satisfies the pairwise utility structure of the pre-
vious section.

Fig. 6 shows the oscillatory behavior of the three players’ em-
pirical frequencies under standard GP with a* = 1. Fig. 7 shows
convergent behavior under approximate DAGP with standard
approximate differentiators (A = 50) and the same a' parame-
ters. Fig. 8 shows convergent behavior for a' = 2, a2 = 1, and
a® =1/3.

In all cases, multiplayer versions of Theorems 3.6 and 4.2

confirm the convergence of derivative action although standard
methods are nonconvergent.

VI. CONCLUDING REMARKS

We have introduced a notion of dynamic fictitious play and
dynamic gradient play through the use of derivative action in a
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continuous-time form of repeated games. We have shown that
in the ideal case of exact derivative measurements, derivative
action can guarantee convergence to Nash equilibria. In the
nonideal case, we discussed how approximate differentiators
in certain cases can recover the ideal case of exact derivative
measurements.

These dynamics satisfy the “uncoupled” restriction of [26],
but are able to bypass the uncoupled obstacle to convergence
through the introduction of higher order dynamics, namely
derivative action. Unlike randomized search approaches that
also achieve convergence [27], the present approach is more
akin to myopic local search.

One open question is how to better characterize the class of
games for which derivative action, or more generally other types
of dynamic compensation, can enable convergence. Since the
present analysis is local, another concern is determining whether
convergence is actually global for special classes of games.

In this paper, we did not formally establish any ties to discrete
time. The dynamics under consideration are of the simpler sort
to apply stochastic approximation results, i.e., continuous dy-
namics over compact sets, so issues associated with bounded-
ness of iterations do not arise. Texts such as [32] or papers such
as [5] provide tools to establish this connection. In particular,
the results of [6], [7] combined with the local analysis of Theo-
rems 3.6 and 4.2 establish that there is a positive probability of
convergence to a mixed Nash equilibrium in discrete-time play
given local stability of the continuous-time version. These issues
are discussed in [2]. Reference [2] also discusses the “payoff
based” case, where empirical frequencies of other players are
not measured. Rather, each player only observes the private re-
ward at each stage.
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