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Abstract—To address recently emerging concerns on privacy violations, this paper investigates possible sensitive information leakages and analyzes potential privacy threats in the automatic appliance control (AAC) application, which is one of the handiest applications in smart grids and one of the earliest examples in Internet of Things (IoT). Without an effective and consistent privacy preservation mechanism, the adversary can capture, model, and divulge customers’ behavior, activities, and personal information at almost every level of society. Based on a set of existing cryptographic primitives, we propose an attribute-based encryption (ABE) key management variant and we also design and implement a fine-grained protocol named privacy preservation protocol (P3). We further present a practical automatic appliance control (AAC) system based on that protocol, and shows that it can fulfill the smart grid’s requirements in privacy preservation. Experimental results demonstrate that our protocol merely incurs a substantially light overhead on the AAC application, yet is able to address and solve the formidable privacy challenges both customers and utility companies are facing.
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I. INTRODUCTION

The Internet of Things (IoT) has become an emerging trend and a growing reality in our age. More ubiquitous and intelligence devices are embedded in our daily lives. As the first (and maybe largest) example of IoT, the smart grid is an intelligent electricity grid that possesses the capabilities to shave the power consumption peak, to optimize energy loss, to reduce customers’ power bills, and to provide better power reliability [4]. The automatic appliance control (AAC) application, which is one of the handiest and most visible applications in IoT deployment in the smart grid, is widely utilized by end customers and the utility companies. However, the digitization movement to replace “dumb” devices (e.g., meters) with smart devices (e.g., smart meters) creates an intrinsic link between electricity customers and those smart devices. The smart grid generates and archives large volumes of high-resolution smart grid data such as power consumptions, control commands, events, and alarms. These data could be potentially used (or misused) beyond their original purposes for which they are collected. For example, one could illegally use them to reveal customers’ daily activities and individual behavior models [16], [30]. Some pioneering studies, e.g., [28], explored means to profile human activities by converting the power consumption data into a timeline of appliance uses.

On the other hand, there have been only very few discussions regarding privacy leakage from AAC applications. Their privacy risks exist just as other human-centric activities involving personal data. Direct access to such data can easily infer users’ activity patterns. For example, remote AAC commands that shut down air conditioners (A/C) in a particular dwelling when the temperature is high (e.g., >104°F/40°C) may be highly indicative of the current absence of their residents. Furthermore, some potential exploitations of AAC data maybe still unknown nowadays, however critical they may be decades later. Thus, privacy protection schemes to hide AAC commands and to eliminate personal information are highly desirable.

This paper explores the privacy preservation for AAC applications in smart grids by investigating the benefits from cryptographic methods. We construct a privacy protection mechanism based on Ciphertext-Policy Attribute-Based Encryption (CP-ABE) [6] and Rivest, Shamir, and Adleman (RSA) public key (PK) encryption algorithms [32] to avert privacy disclosure for AAC applications.

However, utilizing the original ABE system in AAC applications poses some formidable challenges, namely, the needs for the following.

1) Key management for ABE scheme: In the smart grid, it is possible that some smart devices, e.g., smart meters are expired or out-of-service. Meanwhile, new smart meters will be installed. Without the satisfaction of forward secrecy and backward secrecy, ABE key schemes may lead to the potential security vulnerability.

2) Efficiency of ABE key management: Smart devices, e.g., smart meters have constraint resources, e.g., limited computational capacity and smart grid communications demonstrate confined bandwidth. Thus, efficiency is highly demanded.

3) Well-designed attribute management system: Each smart meter should be assigned a set of predefined attributes in such a way that smart meters are uniquely identified and effectively managed.

Our Contributions: Our research carefully studies privacy leakages and provides a privacy preserving protocol for AAC in smart grids, which is one of the first examples for IoT.
deployment. First, we discuss the possible privacy leakages related to AAC such as the list of automatically controlled electrical appliances that residents own, the status of those appliances, and residents’ absence/presence.

Second, we develop and implement a fine-grained protocol, namely, privacy preservation protocol (P3) through the usage of cryptographic primitives as well as some adapted and augmented countermeasures. In P3, the control server multicasts smart meters, i.e., the control messages that will be granularly encrypted by ABE system so that the messages cannot be accessed by any non-designated smart meters. We use the address system, a descriptive and effective means, to identify the attributes of smart meters in customers’ premises.

Third, we propose a new key management for the ABE system based on our previous research on periodic rekeying scheme [22]. It fixes the problem introduced by previous ABE key revocation schemes which cannot accommodate newly installed smart meters in an efficient and secure way. We further utilize the efficient periodic batch rekeying strategy which is desirable for resource-limited smart meters.

Finally, our prototype was executed on commodity control servers and emulated smart meters. The experimental results demonstrated that our solution merely incurs a low delay (<440 ms) which is acceptable to AAC application in the smart grid. Computational cost by P3 is very lightweight and it exhibits efficient performance even on the emulated smart meters, which are configured with low-end central processing unit (CPU) and limited memory, in our experiment.

II. BACKGROUND AND PROBLEM DESCRIPTION

A. Symbol Table

A symbol table is reflected here as Table I.

B. Examples of AAC

Automatically controlling smart appliances such as A/C, pool pumps, and dishwashers by the smart grid, by the short message service (SMS), or even locally by a personal computer (PC) at home is not only possible but also becomes a common trend in smart homes nowadays [2], [3]. AAC has been utilized in three subareas: 1) demand–response program [37] provided by smart grid systems; 2) customer remote control service [3] supplied by utility companies through secure channels via Internet; and 3) home appliance automatic control system [2]. In all of them, control commands or status messages are transferred through public communication services such as Internet and telecommunications, which may probably confront the potential threat of the eavesdropping attack if no specific security scheme is deployed.

Two examples describing the AAC in smart grids from different perspectives are as follows.

1) Direct load control program: Demand response (DR) programs aim to balance the supply and the load in real time. The direct load control program is a classical DR which enables utility companies to remotely shut down residence’s appliances in a short notice with customers’ prior consent, while the system in jeopardy is sensed [37].
Fig. 1. Model of AAC. (a) A control server multicasts a command list: \( M = \{C_1, \ldots, C_m\} \), where \(|M| = m\). (b) Smart meter executes the command \( C_j \), where \( 1 \leq j \leq m \) to control its appliance if one of \( C_j \)'s recipients is smart meter \( sm_i \). Note that \( C_j \) may apply to a number of smart meters. (c) After executions of \( C_j \), smart meter \( sm_i \) unicasts back results to the control server.

The remotely controlled devices can be smart appliances such as A/C and water heaters.

2) Remote AAC: Currently, some utility companies provide customers with capabilities to remotely control appliances through the smart grid. An explicit control is enabled by interactions between the smart grid and the user through smart phones, websites, or even e-mails. For example, a person can remotely turn ON A/C in his home before going home from work. Then, upon arriving at home, he can relish the cool air. Another example is that a customer may forget to turn OFF the appliances such as pool pumpers and A/C before he leaves home. But, he can later turn them OFF remotely from outside in order not to waste electricity.

C. AAC Model

Fig. 1 demonstrates the AAC application in smart grids which comprises the control server (CS) (deployed in the command and control center in a utility company), a number of smart meters, \( sm \) (deployed in residence and can control the appliances), and the communication channels in between. The smart meters can control the smart appliances based on the remote control commands from customers or utilities.

In the smart grid, multicast communication is extensively deployed because of its scalability, efficiency, and functionality across network segments \([25], [40]\). AAC applications can also utilize multicasting for the sake of efficiency.

We assume that a residence has a smart meter \( sm_i \) installed at it. A residential address is used in our system to identify a smart meter \( sm_i \) which is represented by an attribute set such as \( \tilde{A} = \{\text{attr1 = “house number”; attr2 = “street name”; attr3 = “ZIP value”; attr4 = “city name”}\} \).

As depicted in Fig. 1, the control server multicasts smart meters a command list \( M \) which encapsulates a set of commands, e.g., \( \{\ldots, C_j, \ldots\} \). After receiving \( M \), a smart meter \( sm_i \) can be aware that \( C_j \) is designated for itself if the attributes of \( sm_i \) satisfy \( C_j \)'s access policy. Then, after executing \( C_j \), \( sm_i \) sends the result to the control server.

D. Problem Description of Privacy Threats

In this paper, we discover that the privacy threat \([28]\) can occur when an adversary associates an AAC command \( C_i \) with personal information, e.g., customers’ private information, activity models, and preferences.

1) Privacy of Residence Occupancy: An AAC command \( C_j \) can let an adversary infer whether a resident is present or absent. (This is also referred to as absence privacy.)

(a) Example I: Alice sends a remote control command to “address A” aiming to shut down its A/C, when the local temperature outdoor is high (e.g., \( >104^\circ\text{F}/40^\circ\text{C}\)). Eve can probably infer that residence with “address A” may possibly be empty and then he can take the risk to break in.

2) Privacy of Appliance Ownership: The history of AAC commands \( \{\ldots, C_j, \ldots\} \) let adversaries compile a list of household appliances and surmise the lacking one.

(a) Example II: Alice had sent home the remote AAC commands associated with A/C, heater, and washing machine but not dishwasher. Eve extrapolates that it is highly possible for Alice to not own a dishwasher yet. This information can be commercially valuable; advertisements of dishwashers can be targeted to Alice.

3) Privacy for Personal Activity Model: The AAC commands \( \{\ldots, C_j, \ldots\} \) can let the adversary generalize the resident’s activity model.

(a) Example III: Alice always remotely turns ON his A/C half an hour earlier before arriving at home. Eve finds that these control commands are sent out at 5:30 P.M. from every Tuesday to Friday but 6:30 P.M. every Monday. Eve can guess Alice’s work and life schedules based on it.

E. Cryptography Primitives

1) Bilinear Map: Bilinear map \([5], [8]\) works as the basis of our approach. \( \mathbb{G} \) and \( \mathbb{G}_T \) are a cyclic additive group and a cyclic multiplication group generated by \( P \) with the same order \( q \), respectively. A mapping \( \hat{e}: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_T \) satisfies the following properties.

- Bilinear: for all \( u, v \in \mathbb{G} \), \( a, b \in \mathbb{Z} \), we have \( \hat{e}(u^a, v^b) = \hat{e}(u, v)^{ab} \), where \( = \) is an equation.

- Computable: there exists an efficient computable algorithm to compute \( \hat{e}(u, v), \forall u, v \in \mathbb{G} \).

- Nondegenerate: for the generator \( g \) of \( \mathbb{G} \), \( q \) is the order of \( \mathbb{G} \), we have \( \hat{e}(g, g) \neq 1 \in \mathbb{G}_T \).

2) Attribute-Based Encryption (ABE) \([6]\): an access tree.

a) Access tree: An access structure is represented by the tree in which a leaf node is associated with a specific attribute and an intermediate node works as an “AND” or “OR” gate. We say that a set of attributes \( \gamma \) satisfies access tree \( T \) if the root nodes’ gate is true via recursively calculating roots’ children nodes.

\[ \text{Setup}(\gamma) \rightarrow (PK, MK); \]
\[ \gamma^* \text{ public key PK; master secret key MK;}^*/ \]
- Randomly selects two credentials \( \alpha, \beta \in \mathbb{Z}_p \);
- Calculates

\[ PK = \left\{ \mathbb{G}; g \; h = g^{\beta}; f = g^{1/\beta}; e(g, g)^{\alpha} \right\}; \]

\[ MK = (\beta, g^{\alpha}); \]
Key Generation (MK, S) → SK
// MK master key; a set of attributes S; Secret key SK */
- Generate a random \( r \in \mathbb{Z}_p \).
For each attribute \( j \in S \),
- Choose corresponding random \( r_j \in \mathbb{Z}_p \).
- Calculate \( SK = \{ D = g^{\frac{r_j}{z}} \}; \)
  \( \{ \forall j \in S: D_j = g^{r_j \times H(j)^{r_j}}; D'_j = g^{r_j} \} \);
- For all \( i \in T \) the private keys components are
  \( D_i = g^{\delta(i)T(i)^{r_i}}, \)
  \( d_i = g^{r_i}, \)
  where \( T(i) = g^{x_i \sum_{j=1}^{q} t_j s^{j, i}(i)} \).

Encrypt (PK, M, T) → CT
// public key PK; message M; tree access structure T ciphertext CT */
- For each node \( x \) in the tree \( T \), select a corresponding polynomial \( q_x \).
  Then assign its degree: \( d_x = k_x + 1 \) where \( d_x \) is the degree of polynomial \( q_x \).
- Beginning at the root node RT, first assigns \( q_R(0) = s \) where \( s \in \mathbb{Z}_p \) is a random. Second, randomly selects \( d_R \) other points for \( q_R \) to complement the definition of the polynomial \( q_R \).
- Process the rest nodes \( x \) on the tree \( T \) by following the top-down manner: sets \( q_s(0) = \Delta_{parent(x)}(index(x)) \) where function \( parent(x) \) returns node \( x \)'s parent node and function \( index(x) \) returns the ordering number of node \( x \)'s sibling nodes. Ordering numbers are assigned by \( x \)'s parent node. Then, randomly selects \( d_x \) other points for \( q_x \) to complement the definition of the polynomial \( q_x \).
- Ciphertext output as
  \( CT = \{ T, C = Mk(g, g)^{\alpha_s}; C = h^x; \)
  \( \forall y \in Y : C_y = g^{\delta_y(0)}; C'_y = H(\text{att}(y)^{\delta_y(0)}); \}; \)
  where function \( \text{att} \) returns attributes associated with the leaf node;
  \( H : \{0, 1\}^* \rightarrow \mathbb{Z}_p \) is a collision-resistant hash function;

Decrypt (PK, CT, SK) → M
// Public Key PK; Ciphertext CT, Private Key SK */
The \( DecryptNode(CT, SK, x) \) function below will be invoked recursively starting at root node RT to verify if the access tree \( T \) can be satisfied by \( S \).
- If the node \( x \) is a leaf node, set \( i = att(x) \):
  \( if i \notin S \)
  \( DecryptNode(CT, SK, x) = \bot \)
  \( if i \in S \)
  \( DecryptNode(CT, SK, x) = e(D_i, C_s) = (g^{\delta(i)} \cdot H(i)^{\rho_i}) \)
  \( e(D'_i, C'_s) = e(g^{\delta(i)}, H(i)^{\rho_i}) = e(g^{\delta(i)}, H(i)^{\rho_i}) = e(g^{\delta(i)}, H(i)^{\rho_i}) \)
  \( = e(g, g)^{\delta(i)}. \) (1)
- If the node \( x \) is not a leaf node.
  For all nodes \( z \) which are node \( x \)'s children nodes, call function \( F_z = DecryptNode(CT, SK, z) \). Assign \( S_z \) with an arbitrary \( k_z \)-sized set of child nodes in such a way that \( F_z \neq \bot \). If we cannot find such set, it means that the node cannot be satisfied, and the function returns \( \bot \).
  Otherwise, calculate
  \( F_x = \prod_{z \in S_x} F_z \cdot \Delta_{parent(x)}(index(z)) \cdot \Delta_{z}(\rho_z) \)
  \( = \prod_{z \in S_x} (e(g, g)^{\Delta_{parent(x)}(index(z))} \cdot \Delta_{z}(\rho_z)) \)
  \( = \prod_{z \in S_x} (e(g, g)^{\Delta_{z}(\rho_z)} \cdot e(g, g)^{\Delta_{parent(x)}(index(z))}) = e(g, g)^{\Delta_{parent(x)}(index(z))} \) (2)
where \( i = index(z), S_x = index(z) : z \in S_x \), and \( \Delta_{z}(\rho_z) = \prod_{z \in S_x, z \neq i} \).
- Decrypt ciphertext
  \( \hat{C} = \frac{e(C, D)}{e(D, A)} = \frac{Me(g, g)^{\alpha_s}}{e(h^s, g^{(\alpha+s)/\beta})} = M \) (3)
  where \( A = DecryptNode(CT, SK, R) \).

III. System Overview

We first investigate the adversary model, discuss the security assumptions, and define the scope of this paper. Then, we introduce our system goal as well as our system overview.

A. Adversary Model, Security Assumptions, and Scope

1) Adversary Model: Like other researches in areas of privacy preservations [11], [12], [17], [21], [36], we follow the semihonest adversary model in which smart devices (e.g., smart meters) obey AAC schemes. Meanwhile, they are also curious about the messages they learn (or share) and have the intention to combine these information if possible. Therefore, any participating smart devices should relay packets and also intend to uncover others’ privacy by studying sensitive messages they received.

2) Scope and Security Assumptions: Our protocol mainly focuses on the confidentiality service for communications between smart meters and utilities aiming to protect privacy. Other security properties such as integrity and authentication services (e.g., our previous research on authentication for the smart grid [20]) are also important but beyond this paper’s scope. The two ends of smart grid communication channels can be vulnerable. There are some attacks against smart meters [31] and the utility companies can be compromised. However, due to the limited space of this paper, the trustworthiness of utilities, the physical security of smart meters, and the privacy protection between smart meters and appliances (e.g., our research on privacy within customer premises [19]) are out of the scope of this research. Therefore, we assume that smart devices such as smart meters are tamper-resistant and device attestations are deployed to validate them in this paper. Furthermore, we also assume that the utilities deploy the PK Infrastructure (PKI) and trusted
Fig. 2. Our system model.

Key Distribution Center (KDC) [32]. To avoid the vulnerability that the confidentiality critically depends on the security of a single-trusted KDC, CP-ABE can be easily replaced with multi-authority CP-ABE [18] which will be integrated into our future work. In this paper, we assume that the KDC is trustworthy. Likewise, we assume that each smart device holds its private key and publish PK.

B. System Goal and Overview

The goal of our proposed solution is to realize an efficient security mechanism to prevent privacy exposures while satisfying scalability and time-critical requirements of the AAC application in smart grid.

As depicted in Fig. 2, there are three participants in our system: 1) smart meters installed in the customers’ residences; 2) control servers; and 3) trusted KDC deployed in utility control centers. To protect the multicast communication which sends crucial AAC commands from the control server to multiple smart meters in the system, we adopt an ABE encryption system [6] and propose our ABE variant which satisfies the backward and forward secrecy in P3. To screen the unicast which feedbacks results from a smart meter to the control server, we deploy the RSA public key encryption system for the sake of computational efficiency. The KDC’s responsibility is to issue ABE keys and RSA private key/PK pairs to control servers and smart meters.

IV. PRIVACY PRESERVATION PROTOCOL

Our protocol, P3, conceals sensitive data transmitted in AAC applications via integrating the cryptographic primitives, e.g., the ABE [6], and in conformance with smart grid’s regulations.

P3 is illustrated in Fig. 3. The control server multicasts smart meters the AAC command list M in which each command entry C_j is encrypted by the ABE encryption algorithm with the PK and the access policy attr_j [as depicted at the bottom of Fig. 3(b), the access policy is hidden to protect contextual privacy]. Each smart meter sm decrypts the ciphertext by using its own secret key SK if its attributes satisfies access policy attr_j. After executing the command entry C_j, sm encrypts the operational result with the control server’s RSA PK and sends it back. The control server decrypts it with its RSA secret key.

A. New Contributions of P3

The smart grid exhibits its unique features. 1) The smart meters are relatively static over time. When utility companies plan to install the smart grid in an area, there will be rare leave (e.g., expired/replaced) events but a number of join (e.g., new installation) events in a specific rekeying interval. 2) Smart meter membership activities (e.g., join/leave) are strictly regulated by utilities. 3) Smart meters are resource-limited in terms of memory storages and processing capabilities and meanwhile, the smart grid communication bandwidth is restricted [20], [23], [25]. 4) Both backward and forward secrecy are mandatory [39]. P3 satisfies these requirements as follows.

1) Periodic batch rekeying scheme for ABE: Our periodic rekeying scheme processes the join/leave requests in batches. It achieves a significant performance improvement. Moreover, our scheme satisfies the backward secrecy and the forward secrecy: it accommodates the valid smart meter events (e.g., new-join and leave) in such a way that newly joined smart meters cannot decrypt previous messages via using the newly issued secret keys SK and the leaving smart meters cannot decrypt the subsequent AAC commands.

2) Smart meters send its operational result/status back to the control server via the RSA encryption, after the execution of commands they received. The reason is because RSA is more computationally efficient than ABE encryption and it is validated by our experimental results in Section VI.

3) The access policies associated with AAC commands are efficiently hidden by the one way hash function.

B. Discussion of the Selection of Cryptographic Schemes

1) Periodic Batch Rekeying: In individual rekeying, each membership change request, e.g., joining/leaving will be processed immediately. In contrast, periodic batch rekeying collects those requests and will not process them until the end/start of an interval. Although individual rekeying is ideal, there are two problems [26].

a) Inefficiency: Individual rekeying has to immediately response to each join/leave request launched by the smart meter. The corresponding operations are processed to accomplish rekeying: to generate a new group key and to deliver the encrypted key encryption key (KEK) to each member. It is easy to understand its efficiency: In case of J join and L leave occurred in a rekeying interval, there will be \( (J + L) \) rekeying operations; in contrast, periodic rekeying only requires one. Considering the low-end configurations of smart meters and limited communication bandwidth in smart grids, the expensive cryptographic operations and heavy communication traffic could be a big challenge. It also lacks productivity: when two membership change requests happen very close to each other with a quite small time interval, the first set of rekeying could not be used and then it is replaced by the second set. It is waste of resources ranging from CPU to communication bandwidth.
b) Out-of-Sync: In not only art but also practice, the out-of-sync problem challenges the smart grid systems regarding keys and data. Due to delay of messages in a smart grid communication, a smart meter sm may receive a control message $C_j$ encrypted by an old key $G_{key, old}$ or $C_j$ is encrypted by current group key but sm has not received the current group key yet. Therefore, in the individual rekeying, each smart meter has to buffer a number of group keys as well as a lot of encrypted control commands. All this will cost huge amount of memory which may not be a good choice for resource-limited smart meters.

In contrast, the periodic batch rekeying can not only be efficient but also alleviate the out-of-sync problem since if each rekeying interval is big enough, those issues can be mitigated. However, the periodic batch rekeying introduces the vulnerability window which is defined as a period of time starting at the first join/leave request and ending at the end of the rekeying interval. Since the membership change request will not be processed immediately, the leaving/expelled smart meter can stay longer and the new installed smart meter has to join later. In a vulnerability window, the departure smart meter can still decrypt the encrypted control messages even though the time is somewhat short. According to [26], the vulnerability window is not only applied to periodic rekeying but also to the individual rekeying: for the latter, the vulnerability windows start when the leaving requests are sent and end at the time when all smart meters receive the new key. It includes the following procedures: 1) the leaving request is forwarded to the server; 2) the server processes the request; 3) the server processes the rekeying operation via generating new keys; 4) new keys are forwarded to all smart meters; and 5) smart meters decrypt the cipher to extract the new key. Of course, the vulnerability of individual rekeying is much shorter than that of periodic rekeying.

2) ABE and RSA: To reduce the communication overhead, we invoke ABE encryption while multicasting control commands which may apply to a lot of smart meters. In contrast, if we utilize 1-to-1 encryption scheme, e.g., RSA encryption, $n$ times cryptographic operations are required but ABE only demands one. When a smart meter sends back its operational results to the server via the unicast, RSA encryption algorithm rather than ABE is utilized since RSA encryption is more efficient: the former lasts 8 ms and the latter around 200 ms (with one attribute) based on our experimental result captured upon our simulated smart meters. A similar ratio also gains according to experiments conducted upon a laptop [38].

C. Proposed ABE Key Management in P3

The original ABE system [6] or its variants [18], if deployed on the smart grid, will revoke expired ABE keys for smart meters using expiry dates/times. But they will not be able to efficiently handle newly joined smart meters with backward privacy service. The immediate key revocation scheme is proposed through the use of negative clauses [34]. However, its performance will not be efficient for smart meters. The attribute revocation scheme [12] utilizes the group key scheme (e.g., [22]) to generate attribute group keys, e.g., $k_{\lambda_y}$, through which to encrypt and to deliver the updated ABE secret keys. However, as a sophisticated ABE key management scheme, the scheme in [12] is designed for the battlefield where the devices carried by soldiers may expect frequent attribute changes and the security is highly demanded. If we utilize it directly in P3, each smart meter may suffer severe performance issues and out-of-sync problems due to smart meters’ low-end configurations.

Now, we propose a periodic batch ABE rekeying scheme which provides both backward privacy and forward privacy: All new-join and leave requests from smart meters are processed in a batch at the end of each rekeying interval rather than being processed individually. Our scheme is described below but our ABE setup is skipped since it stays the same as that in the original ABE scheme. Note that our ABE scheme follows the semihonest model introduced early: the server and the smart meters will follow our ABE scheme to encrypt/decrypt as well as forward messages but they also intend to combine each other’s information to uncover the ciphertext which they cannot decrypt by themselves.
1) Collect Join/leave Requests: The trusted KDC accumulates join/leave requests from smart meters $\text{sm}$ in the interval of a rekey period

$$\text{sm} \rightarrow \text{KDC}: R = \{\text{Request}\mid S_i\}$$

where $1 \leq i \leq m; S_i = \{x_{i1} \ldots x_{in}\}$ is $\text{sm}$’s attribute set.

2) Mark Affected Smart Meters: For smart meters which join/leave in this period, the trusted KDC enumerates all of their attributes and put them all in $W$ as they are the affected attributes that need to be renewed.

$$W = \begin{pmatrix} S_1 \\ \vdots \\ S_n \end{pmatrix} = \begin{pmatrix} x_{11} & \cdots & x_{1,m_1} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{n,m_n} \end{pmatrix}$$

(4)

where $\{\forall x_i \in S_i \mid \forall S_j : S_j \in R\}$.

Then, we mark each smart meter that has one of its attributes belonging to $W$. That is, for a smart meter $\text{sm}$ and its attribute set $S_i$, we verify whether there exists $x_{ij} \in W$ where $\forall x_{ij} \in S_i$. If so, we mark that smart meter $\text{sm}$.

3) Proposed ABE Batch Key Update: At the end of the rekeying period, the trusted KDC will 1) generate a group key $G_{\text{key}}$ and 2) update the smart meter $\text{sm}$’s secret key $SK$ if $\text{sm}$ is marked.

In our solution, there are two methods to generate the $G_{\text{key}}$: (a) to randomly compute the value and (b) to calculate a group key via using keygen scheme [22], [39]. If the (a) method is used, RSA encryption channels should be deployed to deliver the new ABE secret keys to each smart meters point to point. If the (b) method is used, the group key will be generated via constructing key tree and taking advantage of the auxiliary keys as shown in [39]. In that case, the multicast integrating with the key tree will be used to forward the new ABE secret key. Note that, in the (b) method, $G_{\text{key}}$ and auxiliary keys in the key tree will be shared by current smart meters including the new installed ones. Here, we will not describe the detailed algorithms/group key agreement due to space limits. Refer to [39] for details.

The (a) method shows lightweight computational cost since it only generates one random value. But its communication overhead is large. In contrast, the (b) method demands complicated computational operations to create and to maintain the key tree, but its communication overhead is light due to the utilization of multicast. Detailed performance assessment is provided in Section VI to compare (a) with (b).

Then, we introduce how to calculate the ABE secret key $SK$ for smart meters as follows.

For impacted smart meters:
- Generate a random $\mathbf{r}_{\text{new}} \sim \mathbb{Z}_p$.
- For each attribute $x_{ij} \in S_i$
  - if $x_{ij} \in W$, create a random $\mathbf{r}_{\text{new}} \sim \mathbb{Z}_p$.
  - Calculate: $SK'$
    $$SK' = \begin{cases} D = g^{\mathbf{r}_{\text{new}} G_{\text{key}}}; \forall x_{ij} \in S_i : \{D_j, D'_j\} & \\
    D_j = g^{\mathbf{r}_{\text{new}} H(j)}; D'_j = g^{\mathbf{r}_{\text{new}} x_{ij}} & \forall x_{ij} \in W \end{cases}$$

For nonimpacted smart meters:
- Calculate: $SK' = \{\forall j \in S : D_j = g^{\mathbf{r}_{\text{new}} H(j)}; D'_j = g^{\mathbf{r}_{\text{new}} };\}$

4) Proposed ABE Key Delivery:
(a) If $G_{\text{key}}$ is a randomly generated value:
The trusted KDC encrypts the updated ABE secret key $SK$ with the corresponding smart meter $\text{sm}_i$’s RSA PK RSA$_{\text{sm}}$ and delivers the ciphertext to $\text{sm}_i$

$$\text{KDC} \rightarrow \text{sm}_i : C = \{SK'\} \text{RSA}_{\text{sm}}.$$ What, the secret key of each marked smart meter is updated.

(b) If $G_{\text{key}}$ is a group key generated via using key tree:
Refer to [22] and [39] for details about how the auxiliary keys and multicast are integrated together to distribute the secret information in format of ciphertext.

5) Proposed ABE Encryption:

**Decrypt (PK, CT, SK) \rightarrow M**

*: Public Key PK: Ciphertext CT; Private key SK:* 

The *DecryptNode*(CT, SK, x) function below will be invoked recursively starting at root node RT to verify if the access tree $T$ can be satisfied by $S$.

- If the node $x$ is a leaf node, set $i = \text{att}(x)$:
  - if $i \notin S$
    $$\text{DecryptNode}(CT, SK, x) = \perp$$
  - if $i \in S$
    $$\text{DecryptNode}(CT, SK, x) = e(\mathbf{D}_i, C_y) = e\left(\frac{g^{G_{\text{key}} r_{\text{new}}}; H(i)y^{\mathbf{r}_{\text{new}}}, C_y}{\mathbf{r}_{\text{new}}}, C_y \right)$$
    $$= e\left(g^{G_{\text{key}} r_{\text{new}}}, C_y \right) \cdot e\left(H(i)y^{\mathbf{r}_{\text{new}}}, C_y \right)$$
    $$= e\left(g^{G_{\text{key}} r_{\text{new}}}, H(i)y^{\mathbf{r}_{\text{new}}}, C_y \right)$$
    $$= e(g, g)^{G_{\text{key}} r_{\text{new}} C_y}.$$ (5)

- If the node $x$ is not a leaf node:
  - For all nodes $z$ which are node $x$’s children nodes, call function $F_z = \text{DecryptNode}(CT, SK, z)$.
  - Assign $S_z$ with an arbitrary $k_z$-sized set of child nodes in such a way that $F_z \neq \perp$. If we cannot find such set, it means that the node cannot be satisfied, and the function returns $\perp$.
  - Otherwise, calculate
    $$F_z = \prod_{z \in S_z} F_z^{\Delta_z, \mathbf{r}_z} = \prod_{z \in S_z} (e(g, g)^{r_{\text{new}} q_z}, \mathbf{r}_z)$$
    $$= \prod_{z \in S_z} e(g, g)^{r_{\text{new}} q_z} \cdot e(H(i)y^{\mathbf{r}_{\text{new}}}, C_y)$$
    $$= \prod_{z \in S_z} (e(g, g)^{r_{\text{new}} q_z}, \mathbf{r}_z)$$
    $$= e(g, g)^{r_{\text{new}} q_z}.$$ (6)
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\begin{equation}
\frac{\hat{C}}{e(C, D)/A} = M = \frac{Me(g, g)^{\alpha sG_{key}}}{e( (g^{\beta})/g^{(\alpha + r_{\text{new}})G_{\text{key}}/\beta})/e(g, g)^{r_{\text{new}}sG_{key}}}.
\end{equation}

\textbf{D. Delivering Result to Control Server From Smart Meter}

The smart meter $sm_i$ encrypts the execution result with the control server’s RSA PK and sends it back $sm_i \rightarrow \text{Control Server}: R = \{\text{Result}\}RSAC_{\text{Public Key}}^{\text{Control Server}}$. The control server can decrypt it via its RSA private key $\text{Result} = \{R\}RSAC_{\text{Private Key}}^{\text{Control Server}}$.

The additional algorithmic details on P3 can be referred to in our previous preliminary paper on this research \cite{P3}.

\section{V. PROPOSED APPLICATION}

We describe the network communication infrastructure upon which we enable our protocol and the AAC application system together with a case study. (The readers can refer to our previous work \cite{P3} for the discussions on why we choose the ABE scheme rather than other solutions such as the symmetric key encryption with pairwise key scheme \cite{symmetric_key}. Due to the space limit, we will not repeat the details.)

\textbf{A. Communication Between Publisher and Subscriber}

Integration of the ABE encryption primitives and the multicast system is a keystone in P3. In Figs. 2 and 3, we illustrate how control server (publisher) and smart meter (subscriber) send and receive control messages, respectively. They are the basic operations in P3, which enable the multicast sender (control server) to send the messages and make them accessible to its intended recipients (smart meters).

The network communication architecture of P3 and the client–server architecture of P3 are depicted in Figs. 4 and 5, respectively. Fig. 4 illustrates how the ABE encryption system cooperates with the smart grid’s multicasting. First, the control server retrieves the access policy associated with the control commands, for instance, \{"ZIP = 12345"\}. Then, the control messages are bound with the hash result of each clause in the access policy, based on which the control server (publisher) can encrypt messages and the smart meters can decrypt them. After encrypting the commands and calculating the hash results for the access policy, our system binds the multicast address with the outgoing multicast messages. It should be noticed that the multicast address is predefined by the smart grid system rather than P3. The smart meters (subscribers) should bind the same multicast address first and then repeat listening on the arrival of incoming control messages.

\textbf{B. AAC Application System}

In this section, we describe the AAC application system with privacy preserving services that we have designed and developed by utilizing P3 as its cornerstone. It is not only a practical application deployed in a simulated smart grid environment but also a concrete example demonstrating our P3’s feasibility. We will focus on its three fundamental subsystems: 1) Attribute Management subsystem; 2) Input subsystem; and 3) Encode and Decode subsystems. Then, a brief description of its architecture and a case study follows.

\begin{enumerate}
  \item \textbf{Attribute Management Subsystem:} We use the address system aforementioned as a concrete example to demonstrate how our AAC application is efficiently managed and how the access policy associated with the AAC commands are handled. After encrypting the commands and calculating the hash results for the access policy, our system binds the multicast address with the outgoing multicast messages. It should be noticed that the multicast address is predefined by the smart grid system rather than P3. The smart meters (subscribers) should bind the same multicast address first and then repeat listening on the arrival of incoming control messages.
  \item \textbf{Input Subsystem:} The input subsystem generates and manages requests for the purpose of AAC. There are two sets of input sources: 1) \textit{Manual}. Requests can be released by authorized electricity customers via smartphones, web services, and command line applications. A customer, for instance, sends messages via a smartphone to request a service, e.g., turning off the A/C at his home. Smartphones, remote access, or web services used here are for command input purpose. Their security can be guaranteed by telecommunication services,
\end{enumerate}
web/mobile security, or security protocols which are mature and existent in the market. Providing security for them is out of the scope of this paper. 2) Automatic. The vast majority of requests are executed by the DR program such as direct load control applications hosted by utility companies.

3) Encode and Decode Subsystems: The Encode and Decode subsystems process the requests by carrying out three operations in sequence: 1) Parsing; 2) XML-based Transformation; and 3) Encryption and Decryption. The third one is almost the same as P3. The only additional difference is that the control center (e.g., control server) should also validate requests’ authorization and verify their authentication. (These aspects will not be further discussed since they are out of this paper’s scope.)

4) AAC Architecture: In Fig. 5, a client–server architecture of P3 is presented. It illuminates our detailed architectural design and shows how our P3 can be accommodated in a real smart grid setup. Note that, in the architecture, all Input means can send commands in different formats to the Request component. The Request component, in turn, forwards the received data entry to Parse component. The Parse component translates data into XML-based commands. After that, these commands are encrypted and ciphertext will be multicasted so that the corresponding smart meters can receive and decrypt them.

5) Case Study—Cooperation Among Subsystems: Here, as illustrated in Fig. 6, we demonstrate how the three subsystems cooperate with each other to accomplish the privacy protection task. Smart phone applications, e.g., send out messages listed below to turn OFF an A/C “∗100∗12345 Main Street ZIP XYZ, Noname city ∗3 ∗2” where “100” means the AAC service, “12345 Main Street, ZIP XYZ, Noname city” stands for the address, “3” means the A/C, and “2” represents the shutdown command. Alternatively, an e-mail can be sent with the similar format. Or, a web service can be designed which requests customers fill out a form with the same parameters. No matter how many formats utilized in the Input subsystem, they all can be parsed into a standardized format, XML-based entries. After that, the Encryption component encrypts the standardized AAC commands. The control server multicasts ciphertext. After receiving the ciphertext, smart meters invoke the Decryption component to decrypt it if the attributes match.

VI. EXPERIMENTAL RESULTS AND SECURITY ANALYSIS
A. Evaluation
The performance of the Encode component at the client end and the Decode component at the server end dominate that of P3. They are the most critical and time-consuming parts in our AAC application. The execution times of the Input component (using smartphone, web application, or command line) and the Parsing component are trivial. We will not emphasize on their performance here.

Table II evaluates and compares the number of operations for each component in different ABE schemes. Those operations include the exponentiation (E), elliptic curve pairing (P), symmetric encryption/decryption (C), and hashing operations (H). The exponentiation operation is computational expensive, the hashing is light and the pairing and symmetric encryption/decryption are in between. The number of cryptographic operations of ABE encryption/decryption is related to the number of leaf nodes in the access tree of ABE scheme as well as the number of smart meters. The number of cryptographic operations of ABE key update is related to the number of smart meters joining (J)/leave (L) in a rekeying interval (e.g., ranging from one to a few hours) as well as the number of the attributes associated with a smart meter sm.

Previous ABE schemes [6], [18] which utilize one more attribute, namely, the expiration date/time, to expire, validate, or update the ABE key demand and two more exponentiations for each ABE operation. This takes extra times—as observed in our experiments. Thus, as described in Table II, previous ABE scheme demands the most expensive ABE encryption, ABE key
generation, and ABE key update among all three typical ABE schemes. It also invokes the same amount of computational operations for ABE decryption as the other two ABE schemes.

An ABE rekeying scheme in Hur and Kang [12] (denoted as H&K below) deploys the group key agreement for each ABE attribute to update each ABE key. Once there is a smart meter’s membership change, each impacted attribute should be updated. As illustrated in (8), in a rekeying interval with $J$ smart meter joining and $L$ smart meter leaving, $(J + L)$ times rekeying computational costs are required. H&K scheme’s computation cost including both the ABE rekeying and the group rekeying is listed in (8) and (9). On the other hand, our ABE rekeying scheme in P3 only updates the impacted attributes at the end of the rekeying interval. Therefore, its computational cost in terms of ABE rekeying is significantly reduced. Its computational cost including the ABE rekeying and the RSA PK encryption and the RSA PK decryption is evaluated in (10) and (11) (refer variables/symbols of (8) and (9) in the footnote of Table II).

$$F_{\text{H&K, ABE}} = (J + L) \left( \sum_{\forall sm \in S, sm = 1} |A_{sm}| \right) E$$
\hspace{1cm} (8)

$$F_{\text{H&K, GpKey}} = (J + L) \left( \sum_{\forall sm \in S, t = 1} |A_{sm}| \right) d \cdot (\log_d T_1) \cdot |S| \cdot C$$
\hspace{1cm} (9)

$$F_{\text{P3, ABE}} = 2 \left( \sum_{\forall sm \in S, sm = 1} |A_{sm}| \right) E$$
\hspace{1cm} (10)

$$F_{\text{P3, RSA}} = 2 \left( \sum_{\forall sm \in S, sm = 1} |A_{sm}| \right) E$$
\hspace{1cm} (11)

Comparing (8) with (10), we find that if the rekeying interval is long (e.g., a few hours), $(J + L)$, the number of joining and leave smart meters may possibly be significantly larger than 2, a constant value. We can get the similar observation when (9) is compared with (11). Thus, our ABE scheme demonstrates efficiency as compared with H&K SOLUTION.

1) Cost for Group Rekeying: We notice that both the H&K and our ABE variant utilize the group key to update ABE keys which introduce extra cost. Their computational cost and communication overhead are briefly analyzed and compared. For detailed performance evaluation, refer to [12], [22], and [26].

a) Our ABE variant with method (a) (random value): Since the (a) method described in Section IV-B.3 only generates one random value ($G_{\text{loc}}$), its cost almost stays the same and (10) and (11) can be used to evaluate its key management performance. Meanwhile, its communication overhead is $N$ times’ unicast, where $N$ is the group size. The computational cost to distribute the new ABE secret key $SK$ is as follows:

$$\text{Comp}(N, J, L) = (N + J - L)(E_{\text{RSA}} + D_{\text{RSA}}).$$
\hspace{1cm} (12)

b) Our ABE variant with method (b) (periodic rekeying): The (b) method described in Section IV-B.3 constructs and maintains the key tree, the cost of which is evaluated in (13), shown in the next page (with $J$ join and $L$ leave in one rekeying interval) where $d$ is the key tree degree; $N$ is the group size; and $t = \log_d N$ is the height of key tree.

The communication overhead is $t$ times multicast.

c) H & K (individual rekeying):

$$\text{Comp}(N, d, J, L) = (dL + 2J)\log_d N - L.$$  
\hspace{1cm} (14)

The communication overhead is $|A|$ times’ multicast, where $|A|$ is the number of attributes.

According to the aforementioned evaluation and analyses, we conclude that our approach demonstrates the scalability and is thus more efficient. However, our scheme introduces vulnerability window, although its actual security impact is very minimal in practical smart grid setups.

B. Experiment Results

We implement the Encode component and the Decode component based on Pairing-Based Cryptography (PBC) library [29] built on the GNU Multiple Precision (GMP) arithmetic library [1]. GMP library provides arbitrary precision arithmetic application programming interfaces (APIs) which are invoked by PBC to support pairing-based cryptosystem. In our application, we use the pairing-friendly elliptic curves $E(F_{2^{170}})$: $y^2 + y = x^3 + x + 1$ and $E(F_{2^{16}})$: $y^2 = x^3 + Ax + B$ with a 512-bit prime. Furthermore, to satisfy the performance requirement, we deploy Miyaji, Nakabayashi, and Takano (MNT)
elliptic curve to implement the ABE system. MNT elliptic curve of embedding degree 6 with order 160 bits length and base field order 512 bits length were utilized in P3. We collected 10 times’ (randomly selected number) executions of ABE operations, the average of which are depicted at Fig. 7(a)–(c), including (a) ABE key generation on a KDC, (b) ABE ciphertext size when the plaintext size is 429 bits, and (c) Encryption, Decryption, and the roundtrip time of the P3 to process a control command sent from the control server to smart meters and vice versa (the propagation delay is too trivial to be included). The number of attributes was ranging from 1 to 15 (the maximum in practical case). As executing unauthorized third party system software upon real-world smart meters is prohibited (according to GE Company), the control server/KDC and the smart meter in the experiment were both virtual machines hosted by Oracle’s VirtualBox installing Ubuntu 11.10. The detailed configuration of KDC/control server: memory—4 GB, CPU—2.67 GHz, Disk—7.9 GB; smart meter: memory—4 MB; CPU—33 MHz, which is the same configuration of a typical real-world smart meter CPU. Unlike experimental configurations in [21], we customize the Ubuntu Operating System in VirtualBox in such a way that only the command line components (e.g., text editors, g++ and gcc, socket functionality, and secure shell (SSH) client and server) are deployed and other packages (audio player, media players, and other GUI applications) are removed. Then, the experimental result shows the much more efficient performance than that in [21].

In Fig. 7, we illuminate the schemes’ performance when executing them on the platform mentioned in the figure’s caption. The average values of experiment results (the execution is repeated 10 times) above are demonstrated, in which, the ABE encryption at a control server and the ABE decryption at a smart meter executes less than 170 and 260 ms, respectively, when the number of attributes is 15 or less. The roundtrip execution time for P3 takes less than 440 ms when the number of attributes is 15 or less. We also notice that when the number of attributes is 8 or 9, the performance of ABE decryption algorithm is worse than expected. We repeated the experiments for a lot of times and realized that the performance is inconsistent. Sometimes, it is as good as expected but it is not as always. The nonideal-performance result is used in this paper since it may capture the attention from other researchers to dig deeper in future. The ABE communication overhead for P3 is illustrated in Fig. 7(b). It shows the bit sizes of ciphertext transmitted in P3 with attribute numbers ranging from 1 to 15. Though communication overhead is still affordable in the smart grid, its reduction is highly demanded.

Other critical schemes are listed in Table III. The average execution times of ABE setup at the trusted KDC is less than

$Comp(N, d, J, L) = \begin{cases} 
\sum_{l=0}^{d-1} d^l \left( \frac{N}{N/d^l} \right), & \text{if } J = L \\
\sum_{l=0}^{d-1} d^l \left( 1 - \frac{N}{N/d^l} \right) - \frac{L - J}{N/d^l} + \left\lfloor \frac{d(J - L)}{d - 1} \right\rfloor, & \text{if } J > L \\
\sum_{l=0}^{d-1} d^l \left( 1 - \frac{N}{N/d^l} \right) + \left\lfloor \frac{d(J - L)}{d - 1} \right\rfloor, & \text{if } J < L \leq 0.5pc 
\end{cases}$

(13)
27 ms, the RSA encryption at the smart meter is less than 9 ms, and the RSA decryption at the control server is less than 3 ms.

We conclude that they are all sufficiently efficient to be utilized in the AAC system.

C. Security Analysis

We critically examine our system based on generic bilinear group model [5], etc. We argue that it meets the data privacy, namely, distinguishability under chosen-plaintext attack (CPA) and adaptive chosen-ciphertext attacks (CCAs) as no efficient adversary with any reasonable probability can break P3. Without direct access to appliance control commands and their associated access policies, privacy attacks cannot succeed. Full proof can be found in the Appendix.

The security of our ABE scheme’s backward secrecy and forward secrecy is based upon the security assumptions of the decisional bilinear Diffie–Hellman (D-BDH). Regarding backward secrecy, when one or a few new smart meters are added, the corresponding secret key SK’ is generated based on the ABE secret key generation algorithm with the input of $r_{new}$ as well as a few $r_{j}$ corresponding to the new smart meter’s attributes. Note that when the new smart meters try to compromise the backward secrecy, they need guess the existing smart meters’ $r'$ and their $r_{j}'$ which are randomly generated at prior rekeying windows. It is not computationally feasible to deduce them since the D-BDH assumption holds. Furthermore, the new secret key SK’ will be forwarded after it is encrypted by RSA keys. Therefore, the existing smart meter’s secret key, SK cannot be leaked to any new smart meters. Following the similar arguments, the leaving smart meters cannot guess the newly generated/calculated $G_{key}$. According to our decryption algorithm, $G_{key}$ is necessary. Consequently, our ABE scheme guarantees both forward secrecy and backward secrecy, the formal proof of which can be easily achieved via extending the model utilized in Theorems 1 and 2. Refer to the Appendix for detailed security analyses.

**Theorem 1:** Suppose the D-BDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of ABE components in P3 system by CPA.

**Theorem 2:** Suppose the D-BDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of ABE components in P3 system by CCA.

**Theorem 3:** Suppose the Decisional Diffie–Hellman (DDH) assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of RSA PK components in P3 system by CPA.

**Theorem 4:** Suppose the DDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of RSA PK components in P3 by CCA.

D. Analyses and Future Works

Improving the performance of ABE key management and deploying the P3 in AAC applications in smart grid are described in this paper. However, this paper still leaves open some challenging issues which can inspire future research efforts.

1) **Transformation of Address Management System:** In smart grids, a set of policies is established to control the power distribution. In this paper, we use streets, ZIP, and cities, such as examples because it is easier for end customers to remotely control their appliances. However, some utilities may use electrical terms such as “district #,” “sub-district #,” “substation #,” and “feeder #.” They are interchangeable in this paper since policies have to be translated into command messages before they are sent out to smart devices via multicast technologies. However, an efficient and feasible transformation subsystem is requested as our future work.

2) **Authorization for Installation or Expiration of Smart Meters:** Before a new smart meter is legally installed at the residence, its authorization need to be verified. While a smart meter is expired, the ABE keys, group keys, and temporary keys that it contains should be completely deleted in such a way that the adversaries cannot take advantage of it. Furthermore, how to accommodate the legacy smart devices in our P3 system is also a thought-provoking issue.

3) **Efficient Privacy Preservation in Other Parts:** Our P3 covers privacy of the communication between the utilities and the smart meters. Our previous research [19] exactly conceals the privacy of the communication between the smart meter and the appliances. In [19], an efficient hybrid group key scheme plus symmetric encryption algorithm is used to hide the privacy. However, a more efficient and flexible solution, e.g., a tailored pairwise key agreement is demanded since it requests less memory storage. Furthermore, based on our assumption, this paper does not consider the privacy leakages at the control server end. However, a number of popular third-party applications, e.g., a data-mining application deployed at the control server end to process the real-world smart grid data may breach the privacy protection at the utility. That will be our future research.

4) **Theoretical Framework for Privacy:** The privacy can also be leaked by analyzing the end customers’ electricity demand profiling. Though it is beyond the scope of this paper, future research can study possible solutions by utilizing the theoretical framework proposed in [14].

VII. Related Works

Preserving privacy for AAC applications or DR in the smart grid has not been well explored before. However, privacy preservation approaches for the smart grid, in general, have been studied by means ranging from privacy theory framework, battery [15], [30], identification (ID) anonymization [10], disturbance [24], cryptographic schemes [11], [12], [17], [36]. They were mainly designed to hide power consumption.
data aggregated from smart meters and sent to the utilities. Furthermore, in [27], a set of possible privacy attacks that discloses occupant’s activities in-home through the usage of power consumption data in DR were demonstrated. Unlike previous research which mainly focuses on hiding power consumption data sent from smart meters to utilities, our paper guards not only the multicast command messages forwarded from utilities to smart meters, but also the meter events/execution results of smart meters or appliance which are sent back to the utilities.

A. Battery

Some privacy protections use rechargeable battery. In [35], to control the energy flow within a home, Rajagopalan et al. utilize the electric power routing by running partial power consumption demands off a rechargeable battery rather than off the power grid directly. It offsets the power usage activity and moderates load signatures’ effect. Kalogridis et al. [15] proposed the ElecPrivacy system to detect ongoing or upcoming privacy threats, reconfigure the power routing and eventually mask load signature for appliances. McLaughlin et al. [30] proposed the NonIntrusive Load Leveling (NILL), a new class of algorithms to mask the appliance’s power usage signature. However, rechargeable batteries cost around 1000 [30]. They also require installment and maintenance expenses. Furthermore, nowadays, smart appliances such as A/Cs, dryers, and dishwashers can directly communicate with utility operators. Hence, installing rechargeable batteries cannot totally mask all the appliances’ load signatures.

B. Cryptographic Schemes

Li et al. [23] focused on smart metering data aggregation protection in which all messages were encrypted via the homomorphic encryption algorithm. Garcia and Jacobs [11] proposed a privacy-friendly protocol by using homomorphic (Paillier) encryption and additive secret sharing. Rial and Danezis [36] used zero knowledge proofs and commitments to preserve smart meters’ privacy. In [17], Kursawe et al. presented four different protocols based on Diffie–Hellman key-exchange to protect privacy of metering data aggregation. However, to our best knowledge, so far no cryptographic solutions have been proposed to deal with privacy leakage in appliance control applications yet.

C. Anonymity

Efthymiou and Kalogridis [10] proposed a trusted key escrow service to anonymize frequent readings with pseudonymous IDs rather than unique identifiers along with randomized time intervals. Nevertheless, anonymity approaches masking customers’ identity cannot preserve customers’ behavior once the escrow service is compromised.

D. Disturbance

Li et al. [24] proposed a compressed meter reading approach that enhances its privacy through the use of random sequences. But the method unrealistically assumed that its access points will never be compromised.

E. ABE Key Revocation

The original ABE system [6] or its variants [18] revoke expired ABE keys via expiry date/time. But they cannot handle newly joined smart meters in such a way that backward privacy is efficiently ensured. The attribute revocation scheme is proposed in [12] to satisfy the ABE rekey requirement of military networks. The group key management scheme (e.g., [12]) is utilized to generate the attribute group key $k_{A_p}$ for each attribute in ABE. The updated ABE secret key can be delivered to each affected smart meter with the encryption of $k_{A_p}$. However, this requires each smart meter to store additional $\log n$ KEKs, which are auxiliary keys to facilitate rekeying operations. So, it is not efficient in terms of memory and hence not suitable for smart meters with limited memory. Moreover, smart meters cannot process the group key management operation too frequently due to restricted processing capabilities. Ostrovsky et al. proposed the immediate key revocation scheme through the usage of negative clauses [34]. The revoked smart meters’ identification is added under the AND gate conjunctively with the negation. But, still, its performance is not efficient especially for smart meters. CP-ABE and KP-ABE are introduced into Information Centric Networking and a case study of the smart city has been conducted [13].

VIII. Conclusion and Future Works

The smart grid provides the strongest example of a current IoT deployment. AAC applications present much convenience to customers in the smart grid. However, AAC commands can easily be mined to expose customers’ privacy such as absences, appliance ownerships, and daily activity models. To protect the customers’ sensitive information, we propose the P3 through the use of our adapted ABE variant scheme coupled with a suitable key management scheme and RSA algorithm. Based on our P3, we further design and develop an AAC system with the privacy preservation service. Our experimental results show that the computational cost and the delay incurred by the cryptographic approaches are significantly light and especially suitable to be deployed in resource-limited smart meters.

This paper leaves a few open problems which are of outstanding challenges. It is the objective of our future research to further optimize the performance for ABE key revocation, minimize its vulnerable window, authorize the legal activities of smart meters’ memberships (e.g., installation or expiration), and cover the privacy for both the control server end and the appliance end in the AAC application. In addition, proposing more powerful schemes for stronger privacy preservation services such as unlinkability for access policies, adapting multi-authority ABE into our P3 and prove our P3 in theoretical framework are also in our future research effort.

APPENDIX

A. Privacy Preservation Analysis

We know that if the ciphertext generated by the ABE scheme or the RSA PK system is provably secure, the ciphertext delivered on communication channels of P3 system can provide data
privacy. Thus, in this section, we prove that ABE and RSA components in P3 system are secured sufficient.

We first describe the D-BDH assumption which is the cornerstone of the P3’s semantic security we are going to prove. Second, we prove the security of ABE components utilized in P3 then it follows the security of RSA PK encryption component in P3.

1) Assumptions:

a) D-BDH assumption: Let \( a, b, c, z \in \mathbb{Z}_p \). There are two tuples: \( (A = g^a, B = g^b, C = g^c, \hat{\epsilon}(g, g)^{abc}) \) as well as \( (A = g^a, B = g^b, C = g^c, \epsilon(g, g)^z) \). The D-BDH assumption is that no probabilistic polynomial-time algorithm \( \mathcal{A} \) can distinguish them with more than a negligible advantage. \( \mathcal{A} \)'s advantage

\[
Adv_A = \left| \Pr \left[ \mathcal{A} \left( A, B, C, \hat{\epsilon}(g, g)^{abc} \right) = 0 \right] - \Pr \left[ \mathcal{A} \left( A, B, C, \epsilon(g, g)^z \right) = 0 \right] \right|. \tag{15}
\]

2) Data Privacy in ABE Component of P3:

**Definition 1 (ABE-CPA):** Let \( \mathcal{P} = S, G, E, D \) be the ABE system in P3 which encrypts/decrypts messages \( M \) in transmission. \( \mathcal{S} \) stands for ABE setup, \( G \) for ABE key generation, \( E \) for ABE encryption, and \( D \) for ABE decryption. Let \( b \in \{0, 1\} \). Let \( \mathcal{A} \) denote an adversary which can access the ciphertext CT.

We say that ABE-CPA holds the semantic security under chosen plaintext attacks launched by all polynomial time complexity adversaries \( \mathcal{A} \) if \( \mathcal{A} \)'s \( Adv_{\mathcal{P},A}^{\text{ABE-CAP}$-b}(k) \) is negligible. The security model we are going to use follows the experiment listed below.

**Experiment** \( Exp_{\mathcal{P},A}^{\text{ABE-CPA}$-b}(k) \)

1. \((PK,MSK) \stackrel{R}{\leftarrow} S(k)\);  
2. \(SK \stackrel{R}{\leftarrow} G(\text{MSK})\);  
3. \(M_0 \leftarrow \{0, 1\}^*\); \( M_1 \leftarrow \{0, 1\}^*\);  
4. \(CT_b \leftarrow E(PK, M_b)\);  
5. \(M_b \leftarrow A(\text{find}, CT_b, M_0, M_1)\);  
6. return: \(g \leftarrow A(\text{guess}, CT_b)\).

Briefly, there is a security game experiment with the parameter \( k \), where \( k \) is the bit length. An adversary \( \mathcal{A} \) is given a set of PKs which can be used by \( \mathcal{A} \) to generate any number of ciphertexts within polynomial bounds. The adversary \( \mathcal{A} \) provides the challenger two messages \( M_0 \) and \( M_1 \). The challenger flips a fair coin \( b \in \{0, 1\} \) and encrypts \( M_b \). During the experiment, the adversaries \( \mathcal{A} \) can query for any private keys but is not allowed to use them for any decryption. At some time points, \( \mathcal{A} \) outputs a guess bit \( g \in \{0, 1\} \). We say that \( \mathcal{A} \) wins the game if \( g = b \), but fails otherwise. Based on the experiment, the adversary \( \mathcal{A} \)'s advantages can be defined as

\[
Adv_{\mathcal{P},A}^{\text{ABE-CPA}$-b}(k) = \Pr[Exp_{\mathcal{P},A}^{\text{ABE-CPA}$-0}(k) = 0] - \Pr[Exp_{\mathcal{P},A}^{\text{ABE-CPA}$-1}(k) = 0] = 2 \cdot \Pr[Exp_{\mathcal{P},A}^{\text{ABE-CPA}$-0}(k) = 0] - 1. \tag{16}
\]

**Theorem 1:** Suppose the D-BDH assumption holds. There is no polynomial-time adversary \( \mathcal{A} \) that can break semantic security of ABE components in P3 system by CPA.

**Proof:** Suppose we have an adversary \( \mathcal{A} \) with negligible advantage. \( \epsilon = Adv_{\mathcal{P},A}^{\text{ABE-CPA}$-b}(\cdot) \), which can break ABE components in P3 system. A simulator \( \mathcal{B} \) which plays the decisional BDH game with advantage \( \epsilon \) processes in the following way.

**Init:** Let the adversary \( \mathcal{A} \) randomly chooses the set of challenge access structure, namely \( T^* \) which will be challenged upon.

**Setup:** The simulator \( \mathcal{B} \) first randomly generates two credentials \( \alpha, \beta \in \mathbb{Z}_p \). After then, \( \mathcal{B} \) sends adversary \( \mathcal{A} \) the following PKs:

\[
PK = \{G_0; g; h = g^\beta; f = g^\beta; \hat{\epsilon}(g, g)^\alpha\}.
\]

We then showcase how the simulator \( \mathcal{B} \) programs each node \( y \in Y \), where \( Y \) are set of leaf nodes in the tree \( T^* \).

The simulator \( \mathcal{B} \) calculates the following pair \( \{C_y = g^{q_y}; C_y' = H(\text{att}(y)g^{q_y})\} \), where \( q_y(0) \) is based on \( r \in \mathbb{Z}_p \). Note that \( H(\cdot) \) function returns the attributes which can be any string \( \epsilon \in \{0, 1\}^* \).

**Phase 1:** \( \forall i \), a string, the adversary \( \mathcal{A} \) evaluates \( H(i) \) by randomly generating \( r \in \mathbb{Z}_p \). The simulator \( \mathcal{B} \) provides \( g^i \) in response. For the set \( s_j \) of attributes, the adversary \( \mathcal{A} \) makes the \( j \)th key generation query. In response, the simulator \( \mathcal{B} \) generates \( r_j^i \in \mathbb{Z}_p \) and \( \forall i \in s_j, r_j^i \leftarrow \mathbb{Z}_p \). Then, the simulator \( \mathcal{B} \) calculates

\[
D = g^{\frac{n + r_i}x} \cdot G_{\nu j} \tag{17}
\]

and \( \forall j \in s_j \): \( D_i = g^{r_j^i + r_i}; D'_i = g^{r_i^j} \).

Then, they are sent to adversary \( \mathcal{A} \).

**Challenge:** The adversary \( \mathcal{A} \) submits two challenge message \( M_0 \) and \( M_1 \) and the access tree \( T^* \) to the simulator \( \mathcal{B} \). The simulator \( \mathcal{B} \) needs to compute one of \( M_0 \hat{\epsilon}(g, g)^{\nu j \cdot \alpha \nu} \) and \( M_1 \hat{\epsilon}(g, g)^{\nu j \cdot \alpha \nu} \), where \( \alpha, \beta \in \mathbb{Z}_p \). Here, we consider a modified game, where \( \hat{\epsilon} \) is calculated by either \( \hat{\epsilon}(g, g)^{\nu j \cdot \alpha \nu} \) or \( \hat{\epsilon}(g, g)^{\beta \nu j} \). Therefore, the adversary \( \mathcal{A} \) with advantage \( \epsilon \) for ABE component in P3 can be transformed into a new adversary with the advantage of \( \epsilon/2 \). To simplify, we will use the modified game from now on. Based on the notions aforementioned, the simulator \( \mathcal{B} \) processes the following: First, \( s \leftarrow \mathbb{Z}_p \). Second, the linear secret sharing scheme associated with access tree is used to construct share \( \lambda_i \) of \( s \) for all relevant attributes \( i \). Third, the simulator \( \mathcal{B} \) chooses \( \theta \leftarrow \mathbb{Z}_p \). Fourth, the simulator \( \mathcal{B} \) flips a fair coin \( \mu \in \{0, 1\} \) which is beyond the awareness of adversary \( \mathcal{A} \). At last, accomplish the following encryption:

\[
\hat{C} = M_\mu \hat{\epsilon}(g, g)^{\theta}; C = g^s \quad \forall i \in Y: \{C_i = g^\lambda_i; C'_i = g^{\lambda_i}; \}
\]

They will be sent to adversary \( \mathcal{A} \).
Phase 2: The simulator $B$ repeats what it did in Phase 1. 

Guess: The adversary $A$ eventually submits a guess $b$ of $\mu$. If $b = \mu$, the simulator $B$ will output 0 to note that $T = e(g, g)^b$. If $b \neq \mu$, the simulator $B$ will output 1 which means that $T$ is evaluated as a random group element of $\mathbb{G}_T$. In case that $T$ is the expected element for which the simulator $B$ provides a perfect simulation, we can deduce that

$$\Pr[B(\mathsf{PK}, D, D_1, T = e(g, g)^b) = 0] = \frac{1}{2} + \text{Adv}_A.$$ (18)

Otherwise, $T$ is a random group element. It means that the adversary $A$ cannot correctly decide which message $M_i$ is. Therefore, we have

$$\Pr[B(\mathsf{PK}, D, D_1, T = \text{Random}) = 0] = \frac{1}{2}.$$ (19)

Consequently, the simulator $B$ plays the decisional BDH game with nonnegligible advantage.

Theorem 2: Suppose the D-BDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of ABE components in P3 system by CCA.

Proof: The model utilized in Theorem 1 can easily be extended to prove CCA by allowing random oracle techniques for decryption in Phases 1 and 2.

3) Data Privacy in RSA PK Component of P3:

a) Decisional DDH assumption: Let $a, b, y \in \mathbb{Z}_p$. There are two tuples: $(A = g^a, B = g^b, g^{ab})$ as well as $(A = g^a, B = g^b, g^a)$. The DDH assumption is that no probabilistic polynomial-time algorithm $B$ can distinguish them with more than a negligible advantage. $B$’s advantage is

$$\text{Adv}_B = |\Pr[B(A, B, g^{ab}) = 0] − \Pr[B(A, B, g^a) = 0]|.$$(20)

Definition 2 (RSA-CPA): Let $\mathcal{P} = (\mathcal{S}, \mathcal{G}, \mathcal{E}, D)$ be the RSA PK system in P3 which encrypts/decrypts metering messages $M$ in transmission from smart meters to the control server. $\mathcal{S}$ stands for RSA setup, $\mathcal{G}$ for RSA key generation, $\mathcal{E}$ for RSA encryption, and $D$ for RSA decryption. Let $b \in \{0, 1\}$. Let $\mathcal{A}$ denote an adversary which can access the ciphertext, CT.

Theorem 3: Suppose the DDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of RSA PK components in P3 system by CPA.

Proof: The model utilized in Theorem 1 can easily be reused to prove RSA-CPA.

Theorem 4: Suppose the DDH assumption holds. There is no polynomial-time adversary $A$ that can break semantic security of RSA PK components in P3 by CCA.

Proof: The model utilized in Theorem 1 can easily be extended to prove CCA by allowing random oracle techniques for decryption in Phases 1 and 2.
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