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Abstract

This paper presents results from a game-based study, conducted in both New
Zealand and the United States, demonstrating how naive speakers use prosodic
phrasing to disambiguate syntactically ambiguous sentences. The particular set of
results discussed in this paper concerns how speakers differentiate two types of
wh-questions, as in (i) and (ii).

(i) Which triangle, do you want , to change the position of the square?
(i) Which triangle, do you want to change the position of , thistime?

Our results show that wanna-contraction was more frequent for Midwestern
American English speakers than for New Zealand English speakers, and more
likely in both data sets when there was no syntactic gap between want and to, as in
(if). Phonetic analyses indicated that both groups of speakers consistently
lengthened the word preceding the relevant gap location and the following silence
in both (i) and (ii). ToBI transcriptions showed prosodic constituent breaks most
often patterning with the location of major syntactic breaks. While our results need
not imply that syntactic gaps are directly pronounced in the phonetic structure of
an utterance, it seems likely that prosody-syntax correspondence rules may result
in phonological regularities in naive speakers’ productions of gap sentences, and
that these regularities are available to help comprehenders locate gaps in wh-
questions.

Wh-gaps and prosodic marking

The ambiguous question in (1) has two readings, indicated by (a) and (b). A
commonly accepted syntactic analysis of the ambiguity (e.g. Chomsky, 1977)
is that the different readings correspond to movement operations of wh-
constituents from different positions in the underlying form of the sentence.
Thus in the (a) reading, a fronting operation moves the wh-word from an
underlying subject position before to leave, while in the (b) reading it is moved
from an object position after leave.

(1)  Who does John want to leave?

(@)  John wants who to leave?

(b)  John wants to leave who?
It has also been argued that the movement operation leaves a “trace” (or wh-
gap) at the position of the wh-word in the underlying structure, which will
block the operation of phonological rules that require adjacency of the words

either side of the trace. One such phonological rule might result in the
contraction of want to to wanna. Note however that fast speech processes such
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as wanna-contraction are optional (Fodor, 1979), and cannot therefore provide
determinate cues to a gap between want and to. That is, the absence of
contraction need not mean that there is a gap. Nevertheless, it has been
widely argued that the presence of contracted forms in utterances of (1)
would indicate that want and fo are in the same constituent, with no
intervening trace, thus disambiguating the utterance towards the (b) reading
indicated above (Baker & Brame, 1972; Lakoff, 1970). However, it also appears
that the presence of contraction does not necessarily signal a gap-less
interpretation. For instance, Karins and Nagy (1993) tested listeners’
interpretation of wanna-contraction. They presented a short story followed be
a question with or without wanna-contraction (Who do you {want to / wanna}
help?). In the context of the story, the wh-consituent in the question was
compatible with both subject and object roles, though the materials were
designed to show a preference for the subject role. The experiment showed
that listeners were statistically more likely to select the subject interpretation
(you want X to help) in the absence of contraction and the object interpretation
(you want to help X) if there had been contraction, showing that the presence or
absence of contraction does have a strong cueing function. However, the
contracted form was given a subject interpretation in some 32% of cases,
demonstrating that the relationship between the syntactic and phonetic forms
is not categorical.

Pullum (1997) argues for a non-syntactic explanation for the incidence of
various types of contraction, including wanna-contraction, and posits that
forms such as wanna, gonna, hafta, etc. are separate lexemes synchronically
related to want to, going to, have to etc. Pullum suggests that there are ‘liberal
dialects” that have a wider distribution of contracted forms than other
dialects, including contexts in which more traditional analyses have argued
that contraction should not be found. He argues that contraction in these
dialects is constrained by phonological phrasing rather than by syntactic
factors. It is possible therefore that the non-categorical responses reported by
Karins and Nagy reflect such dialect (or idiolectal) differences between
individual listeners. This is an explanation offered by Bley-Vroman and
Kweon (2002) for over-general use of wanna by the native speakers tested in
their study of learner knowledge of wanna-contraction.

In addition to contraction, a gapping site may also be marked by further
phonetic properties of the utterance, such as may be expected in the presence
of some (perhaps low-level) phonological or prosodic boundary between want
and to. This was indeed found in an early study by Danly (1980), in which
participants read ambiguities similar to that in (1), following disambiguating
paragraphs intended to make the meaning clear. For non-reduced tokens in
Danly’s data set, the sequence want to was some 25msec longer in the (a)
reading, where the syntactic analysis argues for a trace between these two
words.
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Recent research has disputed the conditions under which wh-gaps might
be marked prosodically. A study by Nagel et al (1994) analysed words in the
position of call in sentences like (2), where the gap locations in each sentence
are indicated by A. Like Danly, they found longer durations of these key
words in the (a) versions. They also found greater pitch movements over
these words.

(2a) Which doctor did the supervisor call A to get help for his youngest
daughter?

(2b)  Which doctor did the supervisor call to get help for A during the crisis?

Subsequent studies by Straub et al (2001) argued that the prosodic differences
reported by Nagel et al for sentence pairs such as (2) derive not from gapping,
but from other factors that are known to affect intonational phrasing. They
pointed out that the infinitival clause (to get help for his youngest daughter) in
the (a) version is an adjunct to the verb call, whereas that in (b) (fo get help for)
is a complement to call. This difference can be demonstrated by replacing the
infinitival clause with a purposive clause (so that he could ...), which is
acceptable for (2a) but not for (2b), as shown in (3a) and (3b).

(3a)  Which doctor did the supervisor call A so that he could get help for his
youngest daughter?

(8b)  *Which doctor did the supervisor call so that he could get help for A
during the crisis?

Straub and colleagues pointed out that the critical potential gap location (call /
to) is at the boundary between a main clause and an adjunct phrase in (2a) but
within a phrase in (2b). They argued that the different prosodic phrasings
observed by Nagel et al reflect this difference in argument structure rather
than gapping per se, and that the prosodic consequences of this difference can
be accounted for in terms of Selkirk’s (1984) Sense Unit Condition on
Intonational Phrasing. This condition states that the immediate constituents
(G, G) of an intonational unit should form a sense unit, with C; either
modifying or being an argument of G (a head). This means that the
intonational groupings in (4) are allowed, where an intonational break also
coincides with the gap location in each case, but those in (5) are ruled out.

(4a) (Which doctor did the supervisor call A) (to get help for his youngest
daughter)?

(4b)  (Which doctor did the supervisor call to get help for A) (during the
crisis)?

(5a) *(Which doctor did the supervisor call A to get help for) (his youngest
daughter)?

(5b)  *(Which doctor did the supervisor call) (to get help for A during the
crisis)?
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To confirm their re-interpretation of Nagel et al’s experiment, i.e. that the
finding of a prosodic effect at a gap location is in fact a prosodic effect due to
clause structure differences, Straub et al ran a production experiment of their
own using materials such as those in (6):

(6a)  Phrase-Final Gap:
What did you return A to make sure you would get a full refund?
(6b)  Phrase-Medial Gap:

What did you return A to the store when you didn’t expect to get a full
refund?

(6¢c)  Phrase-Medial Control:

Who did you return to the store with A when you wanted to get a full
refund?

Straub et al argued that if prosodic contrasts reflect differences in gap
location, then the critical region (return to) should show a difference between
(6a) and (6b) on the one hand and (6¢) on the other. However, if the prosodic
contrast depends primarily on clause structure, then (6a) should differ at this
region from both (6b) and (6c), since only in (6a) is there a clause boundary at
return. Straub et al’s production data support this second prediction - both the
duration of return with its following pause and the pitch excursion across the
critical region were significantly greater in (6a) versions than in (6b) and (6c),
which did not differ significantly from one another (though there was a non-
significant difference in the direction predicted by the gapping account).

While Straub et al’s study points out the dangers of confounding gap
location and structural boundary location, the earlier work of Danly (using
examples with the same structure as (1) above) and related studies of ellipsis
sites by Cooper and Paccia-Cooper (1980) showed that clause-internal gaps
are likely to be marked by lengthening and pausing relative to comparable
non-gap locations. The remaining sections of this paper present some new
data relating to this issue from our SPOT speech production task.

Gaps and prosody in the SPOT project

The data to be reported in this paper come from the SPOT project, and involve
the gap sentences illustrated in (7) below. Our study of differs from those
discussed above in two ways: first, both of the gap sentences used in our
game task have complement to clauses (see further below); second, our
analysis involves a combination of measures: durations, transcriptions, and
the incidence of wanna-contraction across the potential gap site.

(7a)  Which triangle; do you want A; to change the position of the square?
(7b)  Which triangle; do you want to change the position of A; this time?






